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Preface

No single volume, certainly not a textbook, can come close to including all of the important topics in
inorganic chemistry. The field is simply too broad in scope and it is growing at a rapid pace. Inorganic
chemistry textbooks reflect a great deal of work and the results of the many choices that authors must
make as to what to include and what to leave out. Writers of textbooks in chemistry bring to the task
backgrounds that reflect their research interests, the schools they attended, and their personalities. In
their writing, authors are really saying “this is the field as I see it.” In these regards, this book is similar
to others.

When teaching a course in inorganic chemistry, certain core topics are almost universally included. In
addition, there are numerous peripheral areas that may be included at certain schools but not at oth-
ers depending on the interests and specialization of the person teaching the course. The course content
may even change from one semester to the next. The effort to produce a textbook that presents cover-
age of a wide range of optional material in addition to the essential topics can result in a textbook for
a one semester course that contains a thousand pages. Even a “concise” inorganic chemistry book can
be nearly this long. This book is not a survey of the literature or a research monograph. It is a text-
book that is intended to provide the background necessary for the reader to move on to those more
advanced resources.

In writing this book, I have attempted to produce a concise textbook that meets several objectives. First,
the topics included were selected in order to provide essential information in the major areas of inor-
ganic chemistry (molecular structure, acid-base chemistry, coordination chemistry, ligand field theory,
solid state chemistry, etc.). These topics form the basis for competency in inorganic chemistry at a
level commensurate with the one semester course taught at most colleges and universities.

When painting a wall, better coverage is assured when the roller passes over the same area several times
from different directions. It is the opinion of the author that this technique works well in teaching
chemistry. Therefore, a second objective has been to stress fundamental principles in the discussion of
several topics. For example, the hard-soft interaction principle is employed in discussion of acid-base
chemistry, stability of complexes, solubility, and predicting reaction products. Third, the presentation
of topics is made with an effort to be clear and concise so that the book is portable and user friendly.
This book is meant to present in convenient form a readable account of the essentials of inorganic
chemistry that can serve as both as a textbook for a one semester course upper level course and as a
guide for self study. It is a textbook not a review of the literature or a research monograph. There are
few references to the original literature, but many of the advanced books and monographs are cited.

Although the material contained in this book is arranged in a progressive way, there is flexibility in
the order of presentation. For students who have a good grasp of the basic principles of quantum
mechanics and atomic structure, Chapters 1 and 2 can be given a cursory reading but not included in
the required course material. The chapters are included to provide a resource for review and self study.
Chapter 4 presents an overview structural chemistry early so the reader can become familiar with many
types of inorganic structures before taking up the study of symmetry or chemistry of specific elements.
Structures of inorganic solids are discussed in Chapter 7, but that material could easily be studied  Xi
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before Chapters 5 or 6. Chapter 6 contains material dealing with intermolecular forces and polarity
of molecules because of the importance of these topics when interpreting properties of substances and
their chemical behavior. In view of the importance of the topic, especially in industrial chemistry, this
book includes material on rate processes involving inorganic compounds in the solid state (Chapter 8).
The chapter begins with an overview of some of the important aspects of reactions in solids before
considering phase transitions and reactions of solid coordination compounds.

It should be an acknowledged fact that no single volume can present the descriptive chemistry of all
the elements. Some of the volumes that attempt to do so are enormous. In this book, the presenta-
tion of descriptive chemistry of the elements is kept brief with the emphasis placed on types of reac-
tions and structures that summarize the behavior of many compounds. The attempt is to present an
overview of descriptive chemistry that will show the important classes of compounds and their reac-
tions without becoming laborious in its detail. Many schools offer a descriptive inorganic chemistry
course at an intermediate level that covers a great deal of the chemistry of the elements. Part of the
rationale for offering such a course is that the upper level course typically concentrates more heav-
ily on principles of inorganic chemistry. Recognizing that an increasing fraction of the students in
the upper level inorganic chemistry course will have already had a course that deals primarily with
descriptive chemistry, this book is devoted to a presentation of the principles of inorganic chemistry
while giving an a brief overview of descriptive chemistry in Chapters 12-15, although many topics
that are primarily descriptive in nature are included in other sections. Chapter 16 provides a survey
of the chemistry of coordination compounds and that is followed by Chapters 17-22 that deal with
structures, bonding, spectra, and reactions of coordination compounds. The material included in this
text should provide the basis for the successful study of a variety of special topics.

Doubtless, the teacher of inorganic chemistry will include some topics and examples of current or per-
sonal interest that are not included in any textbook. That has always been my practice, and it provides
an opportunity to show how the field is developing and new relationships.

Most textbooks are an outgrowth of the author’s teaching. In the preface, the author should convey to
the reader some of the underlying pedagogical philosophy which resulted in the design of his or her
book. It is unavoidable that a different teacher will have somewhat different philosophy and method-
ology. As a result, no single book will be completely congruent with the practices and motivations of
all teachers. A teacher who writes the textbook for his or her course should find all of the needed top-
ics in the book. However, it is unlikely that a book written by someone else will ever contain exactly
the right topics presented in exactly the right way.

The author has taught several hundred students in inorganic chemistry courses at Illinois State
University, Illinois Wesleyan University, University of Illinois, and Western Kentucky University using
the materials and approaches set forth in this book. Among that number are many who have gone on
to graduate school, and virtually all of that group have performed well (in many cases very well!) on
registration and entrance examinations in inorganic chemistry at some of the most prestigious institu-
tions. Although it is not possible to name all of those students, they have provided the inspiration
to see this project to completion with the hope that students at other universities may find this book
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useful in their study of inorganic chemistry. It is a pleasure to acknowledge and give thanks to Derek
Coleman and Philip Bugeau for their encouragement and consideration as this project progressed.
Finally, I would like to thank my wife, Kathleen, for reading the manuscript and making many helpful
suggestions. Her constant encouragement and support have been needed at many times as this project
was underway.
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Chapter

Light, Electrons, and Nuclei

The study of inorganic chemistry involves interpreting, correlating, and predicting the properties and
structures of an enormous range of materials. Sulfuric acid is the chemical produced in the largest ton-
nage of any compound. A greater number of tons of concrete is produced, but it is a mixture rather
than a single compound. Accordingly, sulfuric acid is an inorganic compound of enormous impor-
tance. On the other hand, inorganic chemists study compounds such as hexaaminecobalt(IIT) chlo-
ride, [Co(NHj3)|Cls, and Zeise’s salt, K[Pt(C,H4)Cl3]. Such compounds are known as coordination
compounds or coordination complexes. Inorganic chemistry also includes areas of study such as non-
aqueous solvents and acid-base chemistry. Organometallic compounds, structures and properties of
solids, and the chemistry of elements other than carbon are areas of inorganic chemistry. However,
even many compounds of carbon (e.g.,, CO, and Na,CO3) are also inorganic compounds. The range
of materials studied in inorganic chemistry is enormous, and a great many of the compounds and
processes are of industrial importance. Moreover, inorganic chemistry is a body of knowledge that is
expanding at a very rapid rate, and a knowledge of the behavior of inorganic materials is fundamental
to the study of the other areas of chemistry.

Because inorganic chemistry is concerned with structures and properties as well as the synthesis of
materials, the study of inorganic chemistry requires familiarity with a certain amount of information
that is normally considered to be physical chemistry. As a result, physical chemistry is normally a pre-
requisite for taking a comprehensive course in inorganic chemistry. There is, of course, a great deal of
overlap of some areas of inorganic chemistry with the related areas in other branches of chemistry. A
knowledge of atomic structure and properties of atoms is essential for describing both ionic and cova-
lent bonding. Because of the importance of atomic structure to several areas of inorganic chemistry,
it is appropriate to begin our study of inorganic chemistry with a brief review of atomic structure and
how our ideas about atoms were developed.

1.1 SOME EARLY EXPERIMENTS IN ATOMIC PHYSICS

It is appropriate at the beginning of a review of atomic structure to ask the question, “How do we
know what we know?” In other words, “What crucial experiments have been performed and what do
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+ Cathode rays
<

W FIGURE 1.1 Design of a cathode ray tube.

the results tell us about the structure of atoms?” Although it is not necessary to consider all of the early
experiments in atomic physics, we should describe some of them and explain the results. The first
of these experiments was that of J. ]. Thomson in 1898-1903, which dealt with cathode rays. In the
experiment, an evacuated tube that contains two electrodes has a large potential difference generated
between the electrodes as shown in Figure 1.1.

Under the influence of the high electric field, the gas in the tube emits light. The glow is the result of
electrons colliding with the molecules of gas that are still present in the tube even though the pressure
has been reduced to a few torr. The light that is emitted is found to consist of the spectral lines charac-
teristic of the gas inside the tube. Neutral molecules of the gas are ionized by the electrons streaming
from the cathode, which is followed by recombination of electrons with charged species. Energy (in
the form of light) is emitted as this process occurs. As a result of the high electric field, negative ions
are accelerated toward the anode and positive ions are accelerated toward the cathode. When the pres-
sure inside the tube is very low (perhaps 0.001 torr), the mean free path is long enough that some of
the positive ions strike the cathode, which emits rays. Rays emanating from the cathode stream toward
the anode. Because they are emitted from the cathode, they are known as cathode rays.

Cathode rays have some very interesting properties. First, their path can be bent by placing a magnet
near the cathode ray tube. Second, placing an electric charge near the stream of rays also causes the
path they follow to exhibit curvature. From these observations, we conclude that the rays are electri-
cally charged. The cathode rays were shown to carry a negative charge because they were attracted to a
positively charged plate and repelled by one that carried a negative charge.

The behavior of cathode rays in a magnetic field is explained by recalling that a moving beam of
charged particles (they were not known to be electrons at the time) generates a magnetic field. The
same principle is illustrated by passing an electric current through a wire that is wound around a com-
pass. In this case, the magnetic field generated by the flowing current interacts with the magnetized
needle of the compass, causing it to point in a different direction. Because the cathode rays are nega-
tively charged particles, their motion generates a magnetic field that interacts with the external mag-
netic field. In fact, some important information about the nature of the charged particles in cathode
rays can be obtained from studying the curvature of their path in a magnetic field of known strength.

Consider the following situation. Suppose a cross wind of 10 miles/hour is blowing across a tennis
court. If a tennis ball is moving perpendicular to the direction the wind is blowing, the ball will follow
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a curved path. It is easy to rationalize that if a second ball had a cross-sectional area that was twice that
of a tennis ball but the same mass, it would follow a more curved path because the wind pressure on it
would be greater. On the other hand, if a third ball having twice the cross-sectional area and twice the
mass of the tennis ball were moving perpendicular to the wind direction, it would follow a path with
the same curvature as the tennis ball. The third ball would experience twice as much wind pressure as
the tennis ball, but it would have twice the mass, which tends to cause the ball to move in a straight
line (inertia). Therefore, if the path of a ball is being studied when it is subjected to wind pressure
applied perpendicular to its motion, an analysis of the curvature of the path could be used to deter-
mine the ratio of the cross-sectional area to the mass of a ball, but neither property alone.

A similar situation exists for a charged particle moving under the influence of a magnetic field. The
greater the mass, the greater the tendency of the particle to travel in a straight line. On the other hand,
the higher its charge, the greater its tendency to travel in a curved path in the magnetic field. If a par-
ticle has two units of charge and two units of mass, it will follow the same path as one that has one
unit of charge and one unit of mass. From the study of the behavior of cathode rays in a magnetic
field, Thomson was able to determine the charge-to-mass ratio for cathode rays, but not the charge or
the mass alone. The negative particles in cathode rays are electrons, and Thomson is credited with the
discovery of the electron. From his experiments with cathode rays, Thomson determined the charge-to-
mass ratio of the electron to be —1.76 X 10® coulomb/gram.

It was apparent to Thomson that if atoms in the metal electrode contained negative particles (elec-
trons), they must also contain positive charges because atoms are electrically neutral. Thomson pro-
posed a model for the atom in which positive and negative particles were embedded in some sort of
matrix. The model became known as the plum pudding model because it resembled plums embedded
in a pudding. Somehow, an equal number of positive and negative particles were held in this material.
Of course we now know that this is an incorrect view of the atom, but the model did account for sev-
eral features of atomic structure.

The second experiment in atomic physics that increased our understanding of atomic structure was
conducted by Robert A. Millikan in 1908. This experiment has become known as the Millikan oil drop
experiment because of the way in which oil droplets were used. In the experiment, oil droplets (made
up of organic molecules) were sprayed into a chamber where a beam of x-rays was directed on them.
The x-rays ionized molecules by removing one or more electrons producing cations. As a result, some of
the oil droplets carried an overall positive charge. The entire apparatus was arranged in such a way that
a negative metal plate, the charge of which could be varied, was at the top of the chamber. By varying
the (known) charge on the plate, the attraction between the plate and a specific droplet could be varied
until it exactly equaled the gravitational force on the droplet. Under this condition, the droplet could
be suspended with an electrostatic force pulling the drop upward that equaled the gravitational force
pulling downward on the droplet. Knowing the density of the oil and having measured the diameter
of the droplet gave the mass of the droplet. It was a simple matter to calculate the charge on the drop-
let, because the charge on the negative plate with which the droplet interacted was known. Although
some droplets may have had two or three electrons removed, the calculated charges on the oil droplets
were always a multiple of the smallest charge measured. Assuming that the smallest measured charge
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particles

B FIGURE 1.2 Arepresentation of Rutherford's experiment.

corresponded to that of a single electron, the charge on the electron was determined. That charge
is —1.602 X 107! coulombs or —4.80 X 10 ®esu (electrostatic units: 1esu = 1g"/? cm?? sec™).
Because the charge-to-mass ratio was already known, it was now possible to calculate the mass of the
electron, which is 9.11 X 10 3'kg or 9.11 X 10~ 28 g,

The third experiment that is crucial to understanding atomic structure was carried out by Ernest
Rutherford in 1911 and is known as Rutherford’s experiment. It consists of bombarding a thin metal
foil with alpha («) particles. Thin foils of metals, especially gold, can be made so thin that the thick-
ness of the foil represents only a few atomic diameters. The experiment is shown diagrammatically in
Figure 1.2.

It is reasonable to ask why such an experiment would be informative in this case. The answer lies in
understanding what the Thomson plum pudding model implies. If atoms consist of equal numbers of
positive and negative particles embedded in a neutral material, a charged particle such as an « particle
(which is a helium nucleus) would be expected to travel near an equal number of positive and nega-
tive charges when it passes through an atom. As a result, there should be no net effect on the « particle,
and it should pass directly through the atom or a foil that is only a few atoms in thickness.

A narrow beam of « particles impinging on a gold foil should pass directly through the foil because
the particles have relatively high energies. What happened was that most of the « particles did just
that, but some were deflected at large angles and some came essentially back toward the source!
Rutherford described this result in terms of firing a 16-inch shell at a piece of tissue paper and having
it bounce back at you. How could an « particle experience a force of repulsion great enough to cause
it to change directions? The answer is that such a repulsion could result only when all of the positive
charge in a gold atom is concentrated in a very small region of space. Without going into the details,
calculations showed that the small positive region was approximately 10~ '3cm in size. This could be
calculated because it is rather easy on the basis of electrostatics to determine what force would be
required to change the direction of an « particle with a +2 charge traveling with a known energy.
Because the overall positive charge on an atom of gold was known (the atomic number), it was pos-
sible to determine the approximate size of the positive region.
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Rutherford’s experiment demonstrated that the total positive charge in an atom is localized in a very
small region of space (the nucleus). The majority of « particles simply passed through the gold foil,
indicating that they did not come near a nucleus. In other words, most of the atom is empty space.
The diffuse cloud of electrons (which has a size on the order of 10~8cm) did not exert enough force
on the « particles to deflect them. The plum pudding model simply did not explain the observations
from the experiment with « particles.

Although the work of Thomson and Rutherford had provided a view of atoms that was essentially cor-
rect, there was still the problem of what made up the remainder of the mass of atoms. It had been pos-
tulated that there must be an additional ingredient in the atomic nucleus, and this was demonstrated in
1932 by James Chadwick. In his experiments a thin beryllium target was bombarded with o particles.
Radiation having high penetrating power was emitted, and it was initially assumed that they were high-
energy ~ rays. From studies of the penetration of these rays in lead, it was concluded that the particles
had an energy of approximately 7MeV. Also, these rays were shown to eject protons having energies
of approximately 5MeV from paraffin. However, in order to explain some of the observations, it was
shown that if the radiation were ~ rays, they must have an energy that is approximately 55MeV. If an «
particle interacts with a beryllium nucleus so that it becomes captured, it is possible to show that the
energy (based on mass difference between the products and reactants) is only about 15 MeV. Chadwick
studied the recoil of nuclei that were bombarded by the radiation emitted from beryllium when it was
a target for o particles and showed that if the radiation consists of ~ rays, the energy must be a function
of the mass of the recoiling nucleus, which leads to a violation of the conservation of momentum and
energy. However, if the radiation emitted from the beryllium target is presumed to carry no charge and
consist of particles having a mass approximately that of a proton, the observations could be explained
satisfactorily. Such particles were called neutrons, and they result from the reaction

%,Be+4,He —[13,C| —12,C+n (1.1)

Atoms consist of electrons and protons in equal numbers and, in all cases except the hydrogen atom,
some number of neutrons. Electrons and protons have equal but opposite charges, but greatly dif-
ferent masses. The mass of a proton is 1.67 X 10~ 2* grams. In atoms that have many electrons, the
electrons are not all held with the same energy; later we will discuss the shell structure of electrons in
atoms. At this point, we see that the early experiments in atomic physics have provided a general view
of the structures of atoms.

1.2 THE NATURE OF LIGHT

From the early days of physics, a controversy had existed regarding the nature of light. Some promi-
nent physicists, such as Isaac Newton, had believed that light consisted of particles or “corpuscles.”
Other scientists of that time believed that light was wavelike in its character. In 1807, a crucial experi-
ment was conducted by T. Young in which light showed a diffraction pattern when a beam of light was
passed through two slits. Such behavior showed the wave character of light. Other work by A. Fresnel
and E Arago had dealt with interference, which also depends on light having a wave character.
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W FIGURE 1.4 Separation of spectral lines due to refraction in a prism spectroscope.

The nature of light and the nature of matter are intimately related. It was from the study of light emit-
ted when matter (atoms and molecules) was excited by some energy source or the absorption of light
by matter that much information was obtained. In fact, most of what we know about the structure of
atoms and molecules has been obtained by studying the interaction of electromagnetic radiation with
matter or electromagnetic radiation emitted from matter. These types of interactions form the basis of
several types of spectroscopy, techniques that are very important in studying atoms and molecules.

In 1864, J. C. Maxwell showed that electromagnetic radiation consists of transverse electric and mag-
netic fields that travel through space at the speed of light (3.00 X 108m/sec). The electromagnetic spec-
trum consists of the several types of waves (visible light, radio waves, infrared radiation, etc.) that form
a continuum as shown in Figure 1.3. In 1887, Hertz produced electromagnetic waves by means of an
apparatus that generated an oscillating electric charge (an antenna). This discovery led to the develop-
ment of radio.

Although all of the developments that have been discussed are important to our understanding of the
nature of matter, there are other phenomena that provide additional insight. One of them concerns
the emission of light from a sample of hydrogen gas through which a high voltage is placed. The basic
experiment is shown in Figure 1.4. In 1885, J.J. Balmer studied the visible light emitted from the gas
by passing it through a prism that separates the light into its components.
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This series of spectral lines for hydrogen became known as Balmer’s series, and the wavelengths of
these four spectral lines were found to obey the relationship

LRy [i—i] (1.2)
A 22 n?

where X\ is the wavelength of the line, n is an integer larger than 2, and Ry; is a constant known as
Rydberg's constant that has the value 109,677.76cm™!. The quantity 1/\ is known as the wave number
(the number of complete waves per centimeter), which is written as v (“nu bar”). From Eq. (1.2) it can
be seen that as n assumes larger values, the lines become more closely spaced, but when n equals infin-
ity, there is a limit reached. That limit is known as the series limit for the Balmer series. Keep in mind
that these spectral lines, the first to be discovered for hydrogen, were in the visible region of the elec-
tromagnetic spectrum. Detectors for visible light (human eyes and photographic plates) were available
at an earlier time than were detectors for other types of electromagnetic radiation.

Eventually, other series of lines were found in other regions of the electromagnetic spectrum. The Lyman
series was observed in the ultraviolet region, whereas the Paschen, Brackett, and Pfund series were
observed in the infrared region of the spectrum. All of these lines were observed as they were emitted
from excited atoms, so together they constitute the emission spectrum or line spectrum of hydrogen atoms.

Another of the great developments in atomic physics involved the light emitted from a device known
as a black body. Because black is the best absorber of all wavelengths of visible light, it should also be
the best emitter. Consequently, a metal sphere, the interior of which is coated with lampblack, emits
radiation (blackbody radiation) having a range of wavelengths from an opening in the sphere when it
is heated to incandescence. One of the thorny problems in atomic physics dealt with trying to predict
the intensity of the radiation as a function of wavelength. In 1900, Max Planck arrived at a satisfactory
relationship by making an assumption that was radical at that time. Planck assumed that absorption
and emission of radiation arises from oscillators that change frequency. However, Planck assumed that
the frequencies were not continuous but rather that only certain frequencies were allowed. In other
words, the frequency is quantized. The permissible frequencies were multiples of some fundamental
frequency, vy. A change in an oscillator from a lower frequency to a higher one involves the absorption
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of energy, whereas energy is emitted as the frequency of an oscillator decreases. Planck expressed the
energy in terms of the frequency by means of the relationship

E = hv (1.3)

where E is the energy, v is the frequency, and h is a constant (known as Planck’s constant,
6.63 X 10727 erg sec = 6.63 X 10734] sec). Because light is a transverse wave (the direction the wave is
moving is perpendicular to the displacement), it obeys the relationship

Av=c¢ (1.4)

where ) is the wavelength, v is the frequency, and c is the velocity of light (3.00 X 10'°cm/sec). By
making these assumptions, Plank arrived at an equation that satisfactorily related the intensity and fre-
quency of the emitted blackbody radiation.

The importance of the idea that energy is quantized is impossible to overstate. It applies to all types
of energies related to atoms and molecules. It forms the basis of the various experimental techniques
for studying the structure of atoms and molecules. The energy levels may be electronic, vibrational, or
rotational depending on the type of experiment conducted.

In the 1800s, it was observed that when light is shined on a metal plate contained in an evacuated
tube, an interesting phenomenon occurs. The arrangement of the apparatus is shown in Figure 1.5.
When the light is shined on the metal plate, an electric current flows. Because light and electricity are
involved, the phenomenon became known as the photoelectric effect. Somehow, light is responsible for
the generation of the electric current. Around 1900, there was ample evidence that light behaved as a
wave, but it was impossible to account for some of the observations on the photoelectric effect by con-
sidering light in that way. Observations on the photoelectric effect include the following:

1. The incident light must have some minimum frequency (the threshold frequency) in order for
electrons to be ejected.

2. The current flow is instantaneous when the light strikes the metal plate.

3. The current is proportional to the intensity of the incident light.
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In 1905, Albert Einstein provided an explanation of the photoelectric effect by assuming that the inci-
dent light acts as particles. This allowed for instantaneous collisions of light particles (photons) with
electrons (called photoelectrons), which resulted in the electrons being ejected from the surface of
the metal. Some minimum energy of the photons was required because the electrons are bound to
the metal surface with some specific binding energy that depends on the type of metal. The energy
required to remove an electron from the surface of a metal is known as the work function (w,) of the
metal. The ionization potential (which corresponds to removal of an electron from a gaseous atom) is
not the same as the work function. If an incident photon has an energy that is greater than the work
function of the metal, the ejected electron will carry away part of the energy as kinetic energy. In other
words, the kinetic energy of the ejected electron will be the difference between the energy of the inci-
dent photon and the energy required to remove the electron from the metal. This can be expressed by
the equation

1

Emv2 = hv — w, (1.5)
By increasing the negative charge on the plate to which the ejected electrons move, it is possible to stop
the electrons and thereby stop the current flow. The voltage necessary to stop the electrons is known
as the stopping potential. Under these conditions, what is actually being determined is the kinetic
energy of the ejected electrons. If the experiment is repeated using incident radiation with a different
frequency, the kinetic energy of the ejected electrons can again be determined. By using light having
several known incident frequencies, it is possible to determine the kinetic energy of the electrons corre-
sponding to each frequency and make a graph of the kinetic energy of the electrons versus v. As can be
seen from Eq. (1.5), the relationship should be linear with the slope of the line being h, Planck’s con-
stant, and the intercept is —w,. There are some similarities between the photoelectric effect described
here and photoelectron spectroscopy of molecules that is described in Section 3.4.

Although Einstein made use of the assumption that light behaves as a particle, there is no denying the
validity of the experiments that show that light behaves as a wave. Actually, light has characteristics of
both waves and particles, the so-called particle-wave duality. Whether it behaves as a wave or a particle
depends on the type of experiment to which it is being subjected. In the study of atomic and molecu-
lar structure, it necessary to use both concepts to explain the results of experiments.

1.3 THE BOHR MODEL

Although the experiments dealing with light and atomic spectroscopy had revealed a great deal about
the structure of atoms, even the line spectrum of hydrogen presented a formidable problem to the
physics of that time. One of the major obstacles was that energy was not emitted continuously as the
electron moves about the nucleus. After all, velocity is a vector quantity that has both a magnitude
and a direction. A change in direction constitutes a change in velocity (acceleration), and an acceler-
ated electric charge should emit electromagnetic radiation according to Maxwell’s theory. If the mov-
ing electron lost energy continuously, it would slowly spiral in toward the nucleus and the atom would
“run down.” Somehow, the laws of classical physics were not capable of dealing with this situation,
which is illustrated in Figure 1.6.
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B FIGURE 1.6  Asthe electron moves around the nucleus, it is constantly changing direction.

W FIGURE 1.7  Forces acting on an electron moving in a hydrogen atom.

Following Rutherford’s experiments in 1911, Niels Bohr proposed in 1913 a dynamic model of the
hydrogen atom that was based on certain assumptions. The first of these assumptions was that there
were certain “allowed” orbits in which the electron could move without radiating electromagnetic
energy. Further, these were orbits in which the angular momentum of the electron (which for a rotat-
ing object is expressed as mur) is a multiple of h/2w (which is also written as #),

myr = nh_ nh (1.6)
2w

where m is the mass of the electron, v is its velocity, r is the radius of the orbit, and 7 is an integer that
can take on the values 1, 2, 3, ..., and 7 is h/2w. The integer n is known as a quantum number or, more
specifically, the principal quantum number.

Bohr also assumed that electromagnetic energy was emitted as the electron moved from a higher
orbital (larger n value) to a lower one and absorbed in the reverse process.

This accounts for the fact that the line spectrum of hydrogen shows only lines having certain wave-
lengths. In order for the electron to move in a stable orbit, the electrostatic attraction between it and
the proton must be balanced by the centrifugal force that results from its circular motion. As shown
in Figure 1.7, the forces are actually in opposite directions, so we equate only the magnitudes of the
forces.
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The electrostatic force is given by the coulombic force as e?/r? while the centrifugal force on the elec-
tron is mv?/r. Therefore, we can write

2 2
m? _ e (12)
T r
From Eq. (1.7) we can calculate the velocity of the electron as
2
v= [ (1.8)
mr
We can also solve Eq. (1.6) for v to obtain
P (1.9)
2mmr

Because the moving electron has only one velocity, the values for v given in Egs. (1.8) and (1.9) must

be equal:
2
S = (1.10)
mr  2mwmr

n2h?

r =
472me?

We can now solve for r to obtain

(1.11)

In Eq. (1.11), only r and n are variables. From the nature of this equation, we see that the value of r,
the radius of the orbit, increases as the square of n. For the orbit with n = 2, the radius is four times
that when n = 1, etc. Dimensionally, Eq. (1.11) leads to a value of r that is given in centimeters if the
constants are assigned their values in the cm-g-s system of units (only k, m, and e have units).

[(g cm?/sec?) sec]* _
[8(&"? cm?/sec)’] (1.12)

From Eq. (1.7), we see that

2
my?2 =< (1.13)
r

Multiplying both sides of the equation by 1/2 we obtain

—my?=— (1.14)
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where the left-hand side is simply the kinetic energy of the electron. The total energy of the electron is
the sum of the kinetic energy and the electrostatic potential energy, —e?/r.
2 2 2 2
2 T 2r T 2r
Substituting the value for r from Eq. (1.11) into Eq. (1.15) we obtain

e2  2m?met

E=—S —
2r n2h?

(1.16)
from which we see that there is an inverse relationship between the energy and the square of the
value n. The lowest value of E (and it is negative!) is for n = 1 while E = 0 when n has an infinitely
large value that corresponds to complete removal of the electron. If the constants are assigned val-
ues in the cm-g-s system of units, the energy calculated will be in ergs. Of course 1] = 10" erg and
1cal = 4.184].

By assigning various values to n, we can evaluate the corresponding energy of the electron in the orbits
of the hydrogen atom. When this is done, we find the energies of several orbits as follows:

n=1, E=-21.7X10"12 erg
n=2, E=-543X10"12 erg
n=3, E=-241X10"12 erg
n=4, E=-1.36X10"%* erg
n=>5, E=-0.87X10"12 erg
n==6, E=-0.63X10"12 erg
n= oo, E=0

These energies can be used to prepare an energy level diagram like that shown in Figure 1.8. Note that
the binding energy of the electron is lowest when n = 1 and the binding energy is 0 when n = o,

Although the Bohr model successfully accounted for the line spectrum of the hydrogen atom, it could
not explain the line spectrum of any other atom. It could be used to predict the wavelengths of spec-
tral lines of other species that had only one electron such as He", Li’", and Be3*. Also, the model was
based on assumptions regarding the nature of the allowed orbits that had no basis in classical physics.
An additional problem is also encountered when the Heisenberg Uncertainty Principle is considered.
According to this principle, it is impossible to know exactly the position and momentum of a par-
ticle simultaneously. Being able to describe an orbit of an electron in a hydrogen atom is equivalent
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to knowing its momentum and position. The Heisenberg Uncertainty Principle places a limit on the
accuracy to which these variables can be known simultaneously. That relationship is

Ax X A(mv) > h (1.17)

where A is read as the uncertainty in the variable that follows. Planck’s constant is known as the fun-
damental unit of action (it has units of energy multiplied by time), but the product of momentum
multiplied by distance has the same dimensions. The essentially classical Bohr model explained the
line spectrum of hydrogen, but it did not provide a theoretical framework for understanding atomic
structure.

14 PARTICLE-WAVE DUALITY

The debate concerning the particle and wave nature of light had been lively for many years when
in 1924 a young French doctoral student, Louis V. de Broglie, developed a hypothesis regarding the
nature of particles. In this case, the particles were “real” particles such as electrons. De Broglie realized
that for electromagnetic radiation, the energy could be described by the Planck equation

E=h=25 (1.18)
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However, one of the consequences of Einstein’s special theory of relativity (in 1905) is that a photon
has an energy that can be expressed as

E = mc? (1.19)

This famous equation expresses the relationship between mass and energy, and its validity has been
amply demonstrated. This equation does not indicate that a photon has a mass. It does signify that
because a photon has energy, its energy is equivalent to some mass. However, for a given photon there is
only one energy, so

he
me2 = — 1.20
R (1.20)
Rearranging this equation leads to
A=l (1.21)
mc

Having developed the relationship shown in Eq. (1.21) for photons, de Broglie considered the fact that
photons have characteristics of both particles and waves, as we have discovered earlier in this chapter.
He reasoned that if a “real” particle such as an electron could exhibit properties of both particles and
waves, the wavelength for the particle would be given by an equation that is equivalent to Eq. (1.21)
except for the velocity of light being replaced by the velocity of the particle:

A= (1.22)

In 1924, this was a result that had not been experimentally verified, but the verification was not long
in coming. In 1927, C. J. Davisson and L. H. Germer conducted the experiments at Bell Laboratories in
Murray Hill, New Jersey. A beam of electrons accelerated by a known voltage has a known velocity.
When such a beam impinges on a crystal of nickel metal, a diffraction pattern is observed! Moreover,
because the spacing between atoms in a nickel crystal is known, it is possible to calculate the wave-
length of the moving electrons, and the value corresponds exactly to the wavelength predicted by the
de Broglie equation. Since this pioneering work, electron diffraction has become one of the standard
experimental techniques for studying molecular structure.

De Broglie’s work clearly shows that a moving electron can be considered as a wave. If it behaves in
that way, a stable orbit in a hydrogen atom must contain a whole number of wavelengths, or otherwise
there would be interference that would lead to cancellation (destructive interference). This condition
can be expressed as

mvr=n—h (1.23)
2w

This is precisely the relationship that was required when Bohr assumed that the angular momentum of
the electron is quantized for the allowed orbits.
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Having now demonstrated that a moving electron can be considered as a wave, it remained for an
equation to be developed to incorporate this revolutionary idea. Such an equation was obtained and
solved by Erwin Schrodinger in 1926 when he made use of the particle-wave duality ideas of de Broglie
even before experimental verification had been made. We will describe this new branch of science,
wave mechanics, in Chapter 2.

1.5 ELECTRONIC PROPERTIES OF ATOMS

Although we have not yet described the modern methods of dealing with theoretical chemistry (quan-
tum mechanics), it is possible to describe many of the properties of atoms. For example, the energy
necessary to remove an electron from a hydrogen atom (the ionization energy or ionization potential) is
the energy that is equivalent to the series limit of the Lyman series. Therefore, atomic spectroscopy is
one way to determine ionization potentials for atoms.

If we examine the relationship between the first ionization potentials for atoms and their atomic num-
bers, the result can be shown graphically as in Figure 1.9. Numerical values for ionization potentials
are shown in Appendix A.

Several facts are apparent from this graph. Although we have not yet dealt with the topic of elec-
tron configuration of atoms, you should be somewhat familiar with this topic from earlier chemistry
courses. We will make use of some of the ideas that deal with electron shells here but delay presenting
the details until later.

1. The helium atom has the highest ionization potential of any atom. It has a nuclear charge of
+2, and the electrons reside in the lowest energy level close to the nucleus.

2. The noble gases have the highest ionization potentials of any atoms in their respective periods.
Electrons in these atoms are held in shells that are completely filled.
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3. The group IA elements have the lowest ionization potentials of any atoms in their respective
periods. As you probably already know, these atoms have a single electron that resides in a shell
outside of other shells that are filled.

4. The ionization potentials within a period generally increase as you go to the right in that period.
For example, B < C < O < F. However, in the case of nitrogen and oxygen, the situation is
reversed. Nitrogen, which has a half-filled shell, has a higher ionization potential than oxygen,
which has one electron more than a half-filled shell. There is some repulsion between the two
electrons that reside in the same orbital in an oxygen atom, which makes it easier to remove one
of them.

5. In general, the ionization potential decreases for the atoms in a given group going down in the
group. For example, Li > Na > K > Rb > Cs and F > Cl > Br > 1. The outer electrons are far-
ther from the nucleus for the larger atoms, and there are more filled shells of electrons between
the nucleus and the outermost electron.

6. Even for the atom having the lowest ionization potential, Cs, the ionization potential is approxi-
mately 374 k] mol 1.

These are some of the general trends that relate the ionization potentials of atoms with regard to their
positions in the periodic table. We will have opportunities to discuss additional properties of atoms later.

A second property of atoms that is vital to understanding their chemistry is the energy released when
an electron is added to a gaseous atom,

X(g)+e(g) — X (g) AE = electron addition energy (1.24)

For most atoms, the addition of an electron occurs with the release of energy, so the value of AE is neg-
ative. There are some exceptions, most notably the noble gases and group IIA metals. These atoms have
completely filled shells, so any additional electrons would have to be added in a new, empty shell.
Nitrogen also has virtually no tendency to accept an additional electron because of the stability of the
half-filled outer shell.

After an electron is added to an atom, the “affinity” that it has for the electron is known as the electron
affinity. Because energy is released when an electron is added to most atoms, it follows that to remove
the electron would require energy, so the quantity is positive for most atoms. The electron affinities for
most of the main group elements are shown in Table 1.1. It is useful to remember that 1eV per atom
is equal to 96.48 kJ/mol.

Several facts are apparent when the data shown in Table 1.1 are considered. In order to see some of
the specific results more clearly, Figure 1.10 has been prepared to show how the electron affinity varies
with position in the periodic table (and therefore orbital population). From studying Figure 1.10 and
the data shown in Table 1.1, the following relationships emerge:

1. The electron affinities for the halogens are the highest of any group of elements.

2. The electron affinity generally increases in going from left to right in a given period. In general,
the electrons are being added to the atoms in the same outer shell. Because the nuclear charge



1.5 FElectronic Properties of Atoms 19

Table 1.1 Electron Affinities of Atoms in kJ mol ™.

H

72.8

Li Be B C N 0o? F
59.6 —18 26.7 121.9 -7 141 328
Na Mg Al Si P sh a
529 —21 44 134 72 200 349
K Ca Sc - Zn Ga Ge As Se Br
48.4 —186 189 30 116 78 195 325
Rb Sr Y- Cd In Sn Sb Te |

47 —146 30 —26 30 116 101 190 295
Cs Ba La - Hg Tl Pb Bi Po At
46 —46 50+ —18 20 35 91 183 270
9—845kJ mol™ for addition of two electrons.

b—531kJ mol~ for addition of two electrons.

Be Mg

Atomic number

B FIGURE 1.10  Electron affinity as a function of atomic number.

increases in going to the right in a period, the attraction for the outer electron shell increases
accordingly.

3. In general, the electron affinity decreases going downward for atoms in a given group.

4. The electron affinity of nitrogen is out of line with those of other atoms in the same period
because it has a stable half-filled shell.

5. Whereas nitrogen has an electron affinity that is approximately zero, phosphorus has a value
greater than zero even though it also has a half-filled outer shell. The effect of a half-filled
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shell decreases for larger atoms because that shell has more filled shells separating it from the
nucleus.

. In the case of the halogens (group VIIA), the electron affinity of fluorine is lower than that of

chlorine. This is because the fluorine atom is small and the outer electrons are close together and
repelling each other. Adding another electron to an F atom, although very favorable energetically,
is not as favorable as it is for chlorine, which has the highest electron affinity of any atom. For
Cl, Br, and I, the trend is in accord with the general relationship.

. Hydrogen has a substantial electron affinity, which shows that we might expect compounds

containing H™ to be formed.

. The elements in group IIA have negative electron affinities, showing that the addition of an elec-

tron to those atoms is not energetically favorable. These atoms have two electrons in the outer
shell, which can hold only two electrons.

. The elements in group IA can add an electron with the release of energy (a small amount)

because their singly occupied outer shells can hold two electrons.

As is the case with ionization potential, the electron affinity is a useful property when considering the
chemical behavior of atoms, especially when describing ionic bonding, which involves electron transfer.

In the study of inorganic chemistry, it is important to understand how atoms vary in size. The relative
sizes of atoms determine to some extent the molecular structures that are possible. Table 1.2 shows the
sizes of atoms in relationship to the periodic table.

Some of the important trends in the sizes of atoms can be summarized as follows.

1. The sizes of atoms in a given group increase as one progresses down the group. For example, the

covalent radii for Li, Na, K, Rb, and Cs are 134, 154, 227, 248, and 265 pm, respectively. For E
Cl, Br, and I the covalent radii are 71, 99, 114, and 133 pm, respectively.

Table 1.2 Atomic Radii in Picometers (pm).

H

78

Li Be B C N (0] F
152 113 83 77 71 72 71
Na Mg Al Si P S cl
154 138 143 117 110 104 929
K Ca Sc...Zn Ga Ge As Se Br
227 197 161...133 126 123 125 117 114
Rb Sr Y..dd In Sn Sb Te |
248 215 181 ... 149 163 140 141 143 133
Cs Ba La...Hg Tl Pb Bi Po At
265 217 188.... 160 170 175 155 167 —




1.5 FElectronic Properties of Atoms 21

2. The sizes of atoms decrease in progressing across a given period. Nuclear charge increases in
such a progression while electrons in the outer shell are contained in the same type of shell.
Therefore, the higher the nuclear charge (farther to the right in the period), the greater the
attraction for the electrons and the closer to the nucleus they will reside. For example, the radii
for the first long row of atoms are as follows.

Atom: Li Be B C N 0] F
Radius, pm 134 13 83 77 71 72 71

Other rows in the periodic table follow a similar trend. However, for the third row, there is
a general decrease in radius except for the last two or three elements in the transition series.
The covalent radii of Fe, Co, Ni, Cu, and Zn are 126, 125, 124, 128, and 133 pm, respectively.
This effect is a manifestation of the fact that the 3d orbitals shrink in size as the nuclear charge
increases (going to the right), and the additional electrons populating these orbitals experience
greater repulsion. As a result, the size decreases to a point (at Co and Ni), but after that the
increase in repulsion produces an increase in size (Cu and Zn are larger than Co and Ni).

3. The largest atoms in the various periods are the group IA metals. The outermost electron resides
in a shell that is outside other completed shells (the noble gas configurations) so it is loosely
held (low ionization potential) and relatively far from the nucleus.

An interesting effect of nuclear charge can be seen by examining the radius of a series of species that
have the same nuclear charge but different numbers of electrons. One such series involves the ions that
have 10 electrons (the neon configuration). The ions include AI**, Mg?*, Na*, F~, 0?7, and N3~ for
which the nuclear charge varies from 13 to 7. Figure 1.11 shows the variation in size of these species
with nuclear charge.

Note that the N3~ ion (radius 171 pm) is much larger than the nitrogen atom, for which the covalent
radius is only 71 pm. The oxygen atom (radius 72 pm) is approximately half the size of the oxide ion
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M FIGURE 1.11  Radii of ions having the neon configuration.
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(radius 140 pm). Anions are always larger than the atoms from which they are formed. On the other
hand, the radius of Na* (95pm) is much smaller than the covalent radius of the Na atom (radius
154 pm). Cations are always smaller than the atoms from which they are formed.

Of particular interest in the series of ions is the AI** ion, which has a radius of only 50 pm while the atom

has a radius of 126 pm. As will be described in more detail later (see Chapter 6), the small size and high
charge of the AI>* ion causes it (and similar ions with high charge-to-size ratio or charge density) to have
some very interesting properties. It has a great affinity for the negative ends of polar water molecules so
that when an aluminum compound is dissolved in water, evaporating the water does not remove the water
molecules that are bonded directly to the cation. The original aluminum compound is not recovered.

Because inorganic chemistry is concerned with the properties and reactions of compounds that may
contain any element, understanding the relationships between properties of atoms is important. This
topic will be revisited numerous times in later chapters, but the remainder of this chapter will be
devoted to a brief discussion of the nuclear portion of the atom and nuclear transformations. We now
know that it is not possible to express the weights of atoms as whole numbers that represent multiples
of the mass of a hydrogen atom as had been surmised about two centuries ago. Although Dalton’s
atomic theory was based on the notion that all atoms of a given element were identical, we now know
that this is not correct. As students in even elementary courses now know, the atomic masses represent
averages resulting from most elements existing in several isotopes. The application of mass spectros-
copy techniques has been of considerable importance in this type of study.

1.6 NUCLEAR BINDING ENERGY

There are at present 116 known chemical elements. However, there are well over 2000 known nuclear
species as a result of several isotopes being known for each element. About three-fourths of the nuclear
species are unstable and undergo radioactive decay. Protons and neutrons are the particles which are
found in the nucleus. For many purposes, it is desirable to describe the total number of nuclear par-
ticles without regard to whether they are protons or neutrons. The term nucleon is used to denote
both of these types of nuclear particles. In general, the radii of nuclides increase as the mass number
increases with the usual relationship being expressed as

R = A3 (1.25)

where A is the mass number and r, is a constant that is approximately 1.2 X 10713 cm.

Any nuclear species is referred to as a nuclide. Thus, 4} H, 23;Na, 12,C, 238,,U are different recognizable
species or nuclides. A nuclide is denoted by the symbol for the atom with the mass number written to
the upper left, the atomic number written to the lower left, and any charge on the species, g~ to the
upper right. For example,

A +
ZXq

As was described earlier in this chapter, the model of the atom consists of shells of electrons surround-
ing the nucleus, which contains protons and, except for the isotope 'H, a certain number of neutrons.
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Each type of atom is designated by the atomic number, Z, and a symbol derived from the name of the
element. The mass number, A, is the whole number nearest to the mass of that species. For example, the
mass number of }H is 1, although the actual mass of this isotope is 1.00794 atomic mass units (amu).
Because protons and neutrons have masses that are essentially the same (both are approximately 1
atomic mass unit, amu), the mass number of the species minus the atomic number gives the number of
neutrons, which is denoted as N. Thus, for '*;N, the nucleus contains seven protons and eight neutrons.

When atoms are considered to be composed of their constituent particles, it is found that the atoms
have lower masses than the sum of the masses of the particles. For example, 4,He contains two electrons,
two protons, and two neutrons. These particles have masses of 0.0005486, 1.00728, and 1.00866 amu,
respectively, which gives a total mass of 4.03298 amu for the particles. However, the actual mass of 4,He
is 4.00260amu, so there is a mass defect of 0.030377 amu. That “disappearance” of mass occurs because
the particles are held together with an energy that can be expressed in terms of the Einstein equation,

E = mc? (1.26)
If 1 gram of mass is converted to energy, the energy released is
E =mc? = 1g X (3.00 X 10'° cm/sec)? = 9.00 X 10%° erg

When the mass being converted to energy is 1amu (1.66054 X 10~2*g), the amount of energy released
is 1.49 X 1073 erg. This energy can be converted to electron volts by making use of the conversion that
1eV = 1.60 X 10 '2erg. Therefore, 1.49 X 10 3erg/1.60 X 10 '2erg/eV is 9.31 X 10%eV. When deal-
ing with energies associated with nuclear transformations, energies are ordinarily expressed in MeV
with 1MeV being 10°eV. Consequently, the energy equivalent to 1amu is 931 MeV. When the mass
defect of 0.030377 amu found for 4,He is converted to energy, the result is 28.3 MeV. In order to make
a comparison between the stability of various nuclides, the total binding energy is usually divided by
the number of nucleons, which in this case is 4. Therefore, the binding energy per nucleon is 7.07 MeV.

As a side issue, it may have been noted that we neglected the attraction energy between the electrons
and the nucleus. The first ionization energy for He is 24.6 eV and the second is 54.4 eV. Thus, the total
binding energy of the electrons to the nucleus in He is only 79.9¢V, which is 0.000079 MeV and is
totally insignificant compared to the 28.3MeV represented by the total binding energy. Attractions
between nucleons are enormous compared to binding energies of electrons in atoms. Neutral atoms
have the same number of electrons and protons, the combined mass of which is almost exactly the
same as that of a hydrogen atom. Therefore, no great error is introduced when calculating mass defects
by adding the mass of an appropriate number of hydrogen atoms to that of the number of neutrons.
For example, the mass of 1,0 can be approximated as the mass of 8 hydrogen atoms and 8 neutrons.
The binding energy of the electrons in the 8 hydrogen atoms is ignored.

When similar calculations are performed for many other nuclides, it is found that the binding energy
per nucleon differs considerably. The value for 50 is 7.98 MeV, and the highest value is approxi-
mately 8.79 MeV for >¢,¢Fe. This suggests that for a very large number of nucleons, the most stable
arrangement is for them to make >°,4Fe, which is actually abundant in nature. Figure 1.12 shows the
binding energy per nucleon as a function of mass number of the nuclides.
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With the highest binding energy per nucleon being for species like >°,¢Fe, we can see that the fusion of
lighter species to produce nuclides that are more stable should release energy. Because the very heavy
elements have lower binding energy per nucleon than do nuclides having mass numbers from about
50 to 80, fission of heavy nuclides is energetically favorable. One such nuclide is 235y,U, which under-
goes fission when bombarded with low-energy neutrons:

235U +1on — 92, Kr + 141, Ba + 3!)n (1.27)

When 23°,U undergoes fission, many different products are obtained because there is not a great deal of
difference in the binding energy per nucleon for nuclides having a rather wide range of mass numbers. If
the abundances of the products are plotted against the mass numbers, a double humped curve is obtained,
and the so-called symmetric split of the 23°,,U is not the most probable event. Fission products having
atomic numbers in the ranges of 30-40 and 50-60 are much more common than are two 44Pd isotopes.

1.7 NUCLEAR STABILITY

The atomic number, Z, is the number of protons in the nucleus. Both the proton and neutron have
masses that are approximately 1 atomic mass unit, amu. The electron has a mass of only about 1/1837
of the proton or neutron, so almost all of the mass of the atoms is made up by the protons and neu-
trons. Therefore, adding the number of protons to the number of neutrons gives the approximate mass
of the nuclide in amu. That number is called the mass number and is given the symbol A. The number
of neutrons is found by subtracting the atomic number, Z, from the mass number, A. Frequently, the
number of neutrons is designated as N and (A — Z) = N. In describing a nuclide, the atomic number
and mass number are included with the symbol for the atom. This is shown for an isotope of X as 4,X.
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Table 1.3 Numbers of Stable Nuclides Having Different Arrangements of Nucleons.

Y4 N Number of Stable Nuclides
even even 162

even odd 55

odd even 49

odd odd 4

Although the details will not be presented here, there is a series of energy levels or shells where the
nuclear particles reside. There are separate levels for the protons and neutrons. For electrons, the num-
bers 2, 10, 18, 36, 54, and 86 represent the closed shell arrangements (the noble gas arrangements).
For nucleons, the closed shell arrangements correspond to the numbers 2, 8, 20, 28, 50, and 82 with
a separate series for protons and neutrons. It was known early in the development of nuclear science
that these numbers of nucleons represented stable arrangements, although it was not known why these
numbers of nucleons were stable. Consequently, they were referred to as magic numbers.

Another difference between nucleons and electrons is that nucleons pair whenever possible. Thus,
even if a particular energy level can hold more than two particles, two particles will pair when they are
present. Thus, for two particles in degenerate levels, we show two particles as I rather than 11, As a
result of this preference for pairing, nuclei with even numbers of protons and neutrons have all paired
particles. This results in nuclei that are more stable than those which have unpaired particles. The least
stable nuclei are those in which both the number of neutrons and the number of protons is odd. This
difference in stability manifests itself in the number of stable nuclei of each type. Table 1.3 shows the
numbers of stable nuclei that occur. The data show that there does not seem to be any appreciable dif-
ference in stability when the number of protons or neutrons is even while the other is odd (the even-
odd and odd-even cases). The number of nuclides that have odd Z and odd N (so-called odd-odd
nuclides) is very small, which indicates that there is an inherent instability in such an arrangement.
The most common stable nucleus which is of the odd-odd type is *,N.

1.8 TYPES OF NUCLEAR DECAY

Figure 1.13 shows graphically the relationship between the number of neutrons and the number of
protons for the stable nuclei.

We have already stated that the majority of known nuclides are unstable and undergo some type of
decay to produce another nuclide. The starting nuclide is known as the parent and the nuclide pro-
duced is known as the daughter. The most common types of decay processes will now be described.

When the number of neutrons is compared to the number of protons that are present in all stable
nuclei, it is found that they are approximately equal up to atomic number 20. For example, in 4°,,Ca



26 CHAPTER1 Light, Electrons, and Nuclei

140

130

120

110

100

90

80

60

50

40

30

20

10 1

o-
0O 10 20 30 40 50 60 70 80 90
z

W FIGURE 1.13  The relationship between the number of neutrons and protons for stable nuclei.

it is seen that Z = N. Above atomic number 20, the number of neutrons is generally greater than the
number of protons. For 23°y,U, Z = 92, but N = 143. In Figure 1.13, each small square represents a
stable nuclide. It can be seen that there is a rather narrow band of stable nuclei with respect to Z
and N, and that the band gets farther away from the line representing Z = N as the atomic number
increases. When a nuclide lies outside the band of stability, radioactive decay occurs in a manner that
brings the daughter into or closer to the band of stability.

1. Beta (—) decay (3~). When we consider 4,C, we see that the nucleus contains six protons and eight
neutrons. This is somewhat “rich” in neutrons, so the nucleus is unstable. Decay takes place in a man-
ner that decreases the number of neutrons and increases the number of protons. The type of decay
that accomplishes this is the emission of a 3~ particle as a neutron in the nucleus is converted into
a proton. The 3~ particle is simply an electron. The beta particle that is emitted is an electron that is
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produced as a result of a neutron in the nucleus being transformed into a proton, which remains in
the nucleus.

n—ptte (1.28)

The ejected electron did not exist before the decay, and it is not an electron from an orbital. One com-
mon species that undergoes 3~ decay is 4(C,

4.C oMU N+e (1.29)

In this decay process, the mass number stays the same because the electron has a mass that is only
1/1837 of the mass of the proton or neutron. However, the nuclear charge increases by 1 unit as the
number of neutrons is decreased by 1. As we shall see later, this type of decay process takes place when
the number of neutrons is somewhat greater than the number of protons.

Nuclear decay processes are often shown by means of diagrams that resemble energy level diagrams,
with the levels displaced to show the change in atomic number. The parent nucleus is shown at a
higher energy than the daughter. The x-axis is really the value of Z with no values indicated. The decay
of 14¢C can be shown as follows.

1480
B

14
vd)

2. Beta (+) or positron emission (3"). This type of decay occurs when a nucleus has a greater number
of protons than neutrons. In this process, a proton is converted into a neutron by emitting a positive
particle known as a 3 particle or positron. The positron is a particle having the mass of an electron but
carrying a positive charge. It is sometimes called the antielectron and shown as e™. The reaction can be
shown as

pt - n+ef (1.30)
One nuclide that undergoes 3* decay is 1430,

4.0 — 4N + et (1.31)
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In 3" decay, the mass number remains the same but the number of protons decreases by 1 while the
number of neutrons increases by 1. The decay scheme for this process is shown as follows.

1480

B+

R ———

In this case, the daughter is written to the left of the parent because the nuclear charge is decreasing.

3. Electron capture (EC). In this type of decay, an electron from outside the nucleus is captured by the
nucleus. Such a decay mode occurs when there is a greater number of protons than neutrons in the
nucleus.

§3Cu —“— I§{Ni (1.32)

In electron capture, the nuclear charge decreases by 1 because what happens is that a proton in the
nucleus interacts with the electron to produce a neutron.

pt + e B — n
. . . (1.33)
inside nucleus outside nucleus inside nucleus

In order for this to occur, the orbital electron must be very close to the nucleus. Therefore, electron cap-
ture is generally observed when the nucleus has a charge of Z = 30. However, a few cases are known
in which the nucleus has a considerably smaller charge than this. Because the electron that is captured
is one in the shell closest to the nucleus, the process is sometimes called K-capture. Note that electron
capture and 3* decay accomplish the same changes in the nucleus. Therefore, they are sometimes com-
peting processes and the same nuclide may decay simultaneously by both processes.

4. Alpha (o) decay. As we shall see later, the alpha particle, which is a helium nucleus, is a stable parti-
cle. For some unstable heavy nuclei, the emission of this particle occurs. Because the « particle contains
a magic number of both protons and neutrons (2), there is a tendency for this particular combination
of particles to be the one emitted rather than some other combination such as ®;Li. In alpha decay, the
mass number decreases by 4 units, the number of protons decreases by 2, and the number of neutrons
decreases by 2. An example of alpha decay is the following:

73,0 — 1, Th + o (1.34)
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5. Gamma emission (vy). Gamma rays are high-energy photons that are emitted as an atomic nucleus
undergoes deexcitation. This situation is entirely equivalent to the spectral lines emitted by atoms as
electrons fall from higher energy states to lower ones. In the case of gamma emission, the deexcitation
occurs as a proton or neutron that is in an excited state falls to a lower nuclear energy state. However,
the question naturally arises as to how the nuclide attains the higher energy state. The usual process
is that the excited nuclear state results from some other event. For example, 3%,Cl decays by 3~ emis-
sion to 38 4Ar, but this nuclide exists in an excited state. Therefore, it is designated as 3% gAr* and it
relaxes by the emission of gamma rays. A simplified decay scheme can be shown as follows.

b

3818Ar*

38,5 Ar

Gamma emission almost always follows some other decay process that results in an excited state in the
daughter nucleus due to a nucleon being in a state above the ground state.

The decay of 22°34Ra to #2234Rn can occur to either the ground state of the daughter or to an excited
state that is followed by emission of a ~ ray. The equation and energy diagram for this process are
shown as follows.

226, Ra — 2223 Rn + (1.35)

226,¢ Ra

*
226,¢ Rn

2260 Rn

1.9 PREDICTING DECAY MODES

For light nuclei, there is a strong tendency for the number of protons to be approximately equal to the
number of neutrons. In many stable nuclides, the numbers are exactly equal. For example, 4,He, %,C,
16,0, 29,Ne, and %%),Ca are all stable nuclides. In the case of the heavier stable nuclides, the num-
ber of neutrons is greater than the number of protons. Nuclides such as %;,Zn, 2°%;,Pb, and 23°5,U
all have a larger number of neutrons than protons with the difference increasing as the number of
protons increases. If a graph is made of number of protons versus number of neutrons and all the




30 CHAPTER1 Light, Electrons, and Nuclei

stable nuclides are located on the graph, it is seen that the stable nuclides fall in a rather narrow band.
This band is sometimes referred to as the band of stability as shown in Figure 1.13. If a nucleus has
a number of either type of nuclide that places it outside this band, the nuclide will typically undergo
a type of decay that will bring it into the band. For example, 4;C has 6 protons and 8 neutrons. This
excess of neutrons over protons can be corrected by a decay process that transforms a neutron into a
proton. Such a decay scheme can be summarized as

n— pt+e (1.36)
Therefore, *;C undergoes radioactive decay by 3~ emission,
4C -1 N+e (1.37)

On the other hand, 430 has 8 protons but only 6 neutrons. This imbalance of protons and neutrons
can be corrected if a proton is transformed into a neutron as is summarized by the equation

pt - n+e’ (1.38)

Thus, 30 undergoes decay by positron emission,

4.0 - 14N +et (1.39)

Electron capture accomplishes the same end result as positron emission, but because the nuclear
charge is low, positron emission is the expected decay mode in this case. Generally, electron capture is
not a competing process unless Z = 30 or so.

Figure 1.14 shows how the transformations shown in Egs. (1.37) and (1.39) are related to the rela-
tionship between the numbers of protons and neutrons for the two decay processes. The point labeled
a on the graph and the arrow starting from that point shows the decay of 1*;C. Point b on the graph
represents 1430, and the decay is indicated by the arrow.

Although the use of the number of protons and neutrons to predict stability is straightforward, there
are further applications of the principles discussed that are useful also. For example, consider the
following cases:

34,81 t;, = 2.8 sec
33,81 t;, = 6.2 sec

32,,Si t;, = 100 years
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Although all three of these isotopes of silicon are radioactive, the heaviest of them, 34Si, lies farthest
from the band of stability and it has the shortest half-life. Generally, the farther a nuclide lies from the
band of stability, the shorter its half-life. There are numerous exceptions to this general rule and we
will discuss some of them here. First, consider these cases:

(even-odd) 2,Mg  t, = 9.45 min

(even-even) %,,Mg  t;;, = 21.0 hours

Although ?8Mg is farther from the band of stability than is 2’Mg, the former is an even-even nuclide
while the latter is an even-odd nuclide. As we have seen earlier, even-even nuclides tend to be more
stable. Consequently, the even-even effects here outweigh the fact that 2®Mg is farther from the band of
stability. Another interesting case is shown by considering these isotopes of chlorine:

(odd-odd)  3,,Cl 1, =37.2min

(odd-even) #,Cl ), = 55.7 min

38 39

In this case, the °°,Cl is an odd-odd nucleus, whereas °°;;Cl is an odd-even nucleus. Thus, even
though %,,Cl is farther away from the band of stability, it has a slightly longer half-life. Finally, let us
consider two cases where both of the nuclei are similar in terms of numbers of nucleons. Such cases
are the following:

(odd-even) #,Cl 4, = 37.2 min

(even-odd) PgAT ), = 259 years
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In this case, there is no real difference with respect to the even/odd character. The large difference in
half-life is related to the fact that 3°,Cl is farther from the band of stability than is 3 4Ar. This is in
accord with the general principle stated earlier. While specific cases might not follow the general trend,
it is generally true that the farther a nuclide is from the band of stability, the shorter its half life will be.

In some cases, a nuclide may undergo decay by more than one process at the same time. For example,
®4Cu undergoes decay by three processes simultaneously:

6428Ni by electron capture, 19%
64 sCu — 8%, Niby B* emission, 42%

6430Zn by B~ emission, 39%

The overall rate of disappearance of **Cu is the sum of three processes, but by making use of different
types of counting methodes, it is possible to separate the rates of the processes.

There are three naturally occurring radioactivity series that consist of a sequence of steps that involve o
and (3 decay processes until a stable nuclide results. The uranium series involves the decay of 238y,U in
a series of steps that eventually produces 2°°4,Pb. Another series involves 23°,,U that decays in a series
of steps that ends in 2%g,Pb, which is stable. In the thorium series, 2329;Th is converted into 2°°,Pb.
Although there are other individual nuclides that are radioactive, these are the three most important
naturally occurring decay series.

The characteristics of nuclei described here are intimately related to how certain species figure promin-
ently in chemistry (such as dating materials by determining their carbon-14 content). The use of isoto-
pic tracers is a technique that finds applications in all areas of chemistry.
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B QUESTIONS AND PROBLEMS

1. If a short-wave radio station broadcasts on a frequency of 9.065 megahertz (MHz), what is the wavelength of
the radio waves?

2. One of the lines in the line spectrum of mercury has a wavelength of 435.8 nm. (a) What is the frequency of
this line? (b) What is the wave number for the radiation? (c) What energy (in k] mol!) is associated with this
radiation?

3. The ionization potential for the NO molecule is 9.25eV. What is the wavelength of a photon that would just
ionize NO with the ejected electron having no kinetic energy?

4. What is the de Broglie wavelength of an electron (mass 9.1 X 10~28g) moving at 1.5% of the velocity of
light?

5. What energy is associated with an energy change in a molecule that results in an absorption at 2100cm™!?
(a) in ergs; (b) in joules; (c) in k] mol 1.

6. What wavelength of light will just eject an electron from the surface of a metal that has a work function of
2.75eV?

7. If an electron in a hydrogen atom falls from the state with n = 5 to that where n = 3, what is the wavelength of
the photon emitted?

8. If a moving electron has a kinetic energy of 2.35 X 10~ 12erg, what would be its de Broglie wavelength?

9. The work function for barium is 2.48 eV. If light having a wavelength of 400 nm is shone upon a barium cath-
ode, what is the maximum velocity of the ejected electrons?

10. If a moving electron has a velocity of 3.55 X 10> m/sec, what is its de Broglie wavelength?
11. What is the velocity of the electron in the first Bohr orbit?

12. In each of the following pairs, select the one that has the highest first ionization potential: (a) Li or Be; (b) Al or F;
(c) CaorP; (d) Zn or Ga.

13. In each of the following pairs, which species is larger? (a) Li* or Be?"; (b) AP* or F~; (c) Na* or Mg?";
(d)S*>” orF.

14. In each of the following pairs, which atom releases the greater amount of energy when an electron is added?
(@) PorC; (b) NorNa; (c) Hor; (d) S or Si.

15. The bond energy in H," is 256k] mol~!. What wavelength of electromagnetic radiation would have enough
energy to dissociate H,?

16. For the HCI molecule, the first excited vibrational state is 2886 cm ™! above the ground state. How much energy
is this in erg/molecule? In kJ mol~1?

17. The ionization potential for the PCl; molecule is 9.91eV. What is the frequency of a photon that will just
remove an electron from a PCl; molecule? In what spectral region would such a photon be found? From which
atom in the molecule is the electron removed?

18. Arrange the following in the order of increasing first ionization potential: B, Ne, N, O, P.

19. Explain why the first ionization potentials for P and S differ by only 12kJ mol™! (1012 and 1000kJ mol ™},
respectively) whereas those for N and O differ by 88 k] mol ! (1402 and 1314 k] mol !, respectively).

20. Arrange the following in the order of increasing first ionization potential: H, Li, C, E O, N.
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21. Arrange the following in the order of decreasing amount of energy released when an electron is added to the
atom: O, E N, Cl, S, Br.

22. Arrange the following in the order of decreasing size: Cl, O, I, 0?2, Mg”, F~.
23. Calculate the binding energy per nucleon for the following: 18;0; 23,Na; 4°,,Ca.

24. Predict the decay mode for the following and write the reaction for the predicted decay mode: (a) 3°S;
(b) oF; (c) ¥5Ca.

25. How much energy (in MeV) would be released by the fusion of three #,He nuclei to produce '%,C?



Chapter

Basic Quantum Mechanics and
Atomic Structure

In the previous chapter, we saw that the energies of electron orbits are quantized. It was also men-
tioned that dealing with an electron in an atom would require considering the wave character of the
moving particle. The question remains as to how we proceed when formulating and solving such a
problem. The procedures and methods employed constitute the branch of science known as quantum
mechanics or wave mechanics. In this chapter, we will present only a very brief sketch of this impor-
tant topic because it is assumed that readers of this book will have studied quantum mechanics in a
physical chemistry course. The coverage here is meant to provide an introduction to the terminology
and basic ideas of quantum mechanics or, preferably, provide a review.

2.1 THE POSTULATES

In order to systematize the procedures and basic premises of quantum mechanics, a set of postulates
has been developed that provides the usual starting point for studying the topic. Most books on quan-
tum mechanics give a precise set of rules and interpretations, some of which are not necessary for
the study of inorganic chemistry at this level. In this section, we will present the postulates of quan-
tum mechanics and provide some interpretation of them, but for complete coverage of this topic the
reader should consult a quantum mechanics text such as those listed in the references at the end of
this chapter.

Postulate I: For any possible state of a system, there exists a wave function ¢ that is a function of the
parts of the system and time and that completely describes the system.

This postulate establishes that the description of the system will be in the form of a mathematical
function. If the coordinates used to describe the system are Cartesian coordinates, the function ¢ will
contain these coordinates and the time as variables. For a very simple system that consists of only a
single particle, the function v, known as the wave function, can be written as

¥ =P(x,y,21) (21)

35
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If the system consists of two particles, the coordinates must be specified for each of the particles, which
results in a wave function that is written as

U = (X, Y1020, %9, V20 29, 1) (2.2)
As a general form of the wave function, we write
v = Y(q;t) (2.3)

where the ¢; are appropriate coordinates for the particular system. Since the form of the coordinates is
not specified, the ¢; are referred to as generalized coordinates. Because ¢ describes the system in some
particular state, the state is known as the quantum state and v is called the state function or complete wave
function.

There needs to be some physical interpretation of the wave function and its relationship to the state of
the system. One interpretation is that the square of the wave function, v, is proportional to the prob-
ability of finding the parts of the system in a specified region of space. For some problems in quantum
mechanics, differential equations arise that can have solutions that are complex (contain (—1)"? = i).
In such a case, we use ¢*1), where 1* is the complex conjugate of ¢. The complex conjugate of a func-
tion is the function that results when i is replaced by —i. Suppose we square the function (a + ib):

(a +ib)? = a? + 2aib + i%b? = a? + 2aib — b? (2.4)

Because the expression obtained contains i, it is still a complex function. Suppose, however, that
instead of squaring (a + ib) we multiply by its complex conjugate, (a — ib):

(a +ib)(a —ib) = a? — i?b? = a? + b? (2.5)

The expression obtained by this procedure is a real function. Thus, in many instances we will use the
product ¢*7 instead of 2, although if 1 is real, the two are equivalent.

For a system of particles, there is complete certainty that the particles are somewhere in the system. The
probability of finding a particle in a volume element, dr, is given by ¥)*v dr so that the total probabil-
ity is obtained from the integration

fw*w dr (2.6)

An event that is impossible has a probability of zero and a “sure thing” has a probability of 1. For a
given particle in the system, the probability of finding the particle in all of the volume elements that
make up all space must add up to 1. Of course, the way of summing the volume elements is by per-
forming an integration. Therefore, we know that

[urvdr =1 (2.7)

All space
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When this condition is met, we say that the wave function, ¢, is normalized. In fact, this is the defini-
tion of a normalized wave function.

However, there are other requirements on 1 that lead to it being a “well-behaved” wave function. For
example, since the integral shown above must equal 1.00 ..., the wave function cannot be infinite.
As a result, we say that ¢» must be finite. Another restriction on ¢ relates to the fact that there can be
only one probability of finding a particle in a particular place. As an example, there is only one prob-
ability of finding an electron at a particular distance from the nucleus in a hydrogen atom. Therefore,
we say that the wave function must be single valued so that there results only one value for the prob-
ability. Finally, we must take into account the fact that the probability does not vary in an abrupt
way. Increasing the distance by 1% should not cause a 50% change in probability. The requirement
is expressed by saying that ¢» must be continuous. Probability varies in some continuous manner, not
abruptly. A wave function is said to be well behaved if it has the characteristics of being finite, single
valued, and continuous.

Another concept that is important when considering wave functions is that of orthogonality. If the func-
tions ¢, and ¢, are related so that

[or0,ar o [o0,0 dr=1 (2.8)

the functions are said to be orthogonal. In this case, changing the limits of integration may determine
whether such a relationship exists. For Cartesian coordinates, the limits of integration are — to +o
for the coordinates x, y, and z. For a system described in terms of polar coordinates (r, 6, and ¢), the
integration limits are the ranges of those variables, 0 — %, 0 — 7, and 0 — 2, respectively.

Postulate II: For every dynamical variable (also known as a classical observable) there exists a corre-
sponding operator.

Quantum mechanics is concerned with operators. An operator is a symbol that indicates some math-
ematical action must be performed. For example, operators with which you are familiar include (x)'/?
(taking the square roof of x), (x)? (squaring x), and dy/dx (taking the derivative of y with respect to x).
Physical quantities such as momentum, angular momentum, position coordinates, and energy are
known as dynamical variables (classical observables for a system), each of which has a corresponding
operator in quantum mechanics. Coordinates are identical in both operator and classical forms. For
example, the coordinate r is simply 7 in either case. On the other hand, the operator for momentum
in the x direction (p,) is (#/i)/(d/dx). The operator for the z component of angular momentum (in
polar coordinates) is (%/i)/(d/d¢). Kinetic energy, 1/2mv?, can be written in terms of momentum,
p, as p?/2m so it is possible to arrive at the operator for kinetic energy in terms of the operator for
momentum. Table 2.1 shows some of the operators that are necessary for an introductory study of
quantum mechanics. Note that the operator for kinetic energy is obtained from the momentum opera-
tor because the kinetic energy, T, can be expressed as p%/2m. Note also that the operator for poten-
tial energy is expressed in terms of the generalized coordinates, ¢; because the form of the potential
energy depends on the system. For example, the electron in a hydrogen atom has a potential energy



38 CHAPTER 2 Basic Quantum Mechanics and Atomic Structure

Table 2.1 Some Common Operators in Quantum Mechanics.
Quantity Symbol Used Operator Form
Coordinates XV zr XYz r
Momentum
. P ho
i Ox
y Py F_Iﬁ
i dy
2 P b
i Oz
Kinetic energy p? n2( o2 92 92
—_— —_ + R —_—
2m 2m|0%x 0%y 0%z
Kinetic energy T _h 9
i Ot
Potential energy v Vig)
Angular momentum
L, (Cartesian) h 9 9
i e A
il Oy Ox
L, (polar) }‘_Li
i ¢

that is —e?/r, where e is the charge on the electron. Therefore, the operator for the potential energy is
simply —e?/r, which is unchanged from the classical form.

Operators have properties that can be expressed in mathematical terms. If an operator is linear, it
means that

alpy + ¢,) = ag +agp, (2.9)

where ¢, and ¢, are functions that are being operated on by the operator a. Another property of the
operators that is often useful in quantum mechanics is that when C is a constant,

a(Co) = C(ag) (2.10)
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An operator is Hermitian if
f¢1*a¢z dr = f¢za*¢1* dr (2.11)

It can be shown that if an operator, o, meets this condition, the quantities calculated will be real rather
than complex or imaginary. Although it is stated without proof, all of the operators to be discussed
subsequently meet these conditions.

Postulate III: The permissible values that a dynamical variable may have are those given by a¢ = a¢,
where « is an operator corresponding to the dynamical variable whose permissible values are a and ¢
is an eigenfunction of the operator a.

When reduced to an equation, Postulate III can be written as

a ¢ = a ¢
operator _wave constant wave (2.12)
function (eigenvalue) function
When an operator operates on a wave function to produce a constant times the original wave function,
the function is said to be an eigenfunction of that operator. In terms of the equation just shown, the
operator « operating on ¢ yields a constant a times the original wave function. Therefore, ¢ is an eigen-
function of the operator a with an eigenvalue a. We can use several examples to illustrate these ideas.

Suppose ¢ = ¢™* where a is a constant and the operator is « = d/dx. Then
dp/dx = a e** = (constant) e™ (2.13)

Thus, we see that the function ¢* is an eigenfunction of the operator d/dx with an eigenvalue of a. If
we consider the operator ( )? operating on the same function, we find

(eax)z = p2ax, (2.14)

which does not represent the original function multiplied by a constant. Therefore, ¢* is not an
eigenfunction of the operator ( )2. When we consider the function ™ (where n is a constant) being
operated on by the operator for the z component of angular momentum, (7/i)(d/d¢), where h/27 is
represented as 7 (read as “h bar”), we find

h
i

d(ein@)

i = nze"”‘? (2.15)

1

which shows that the function ¢ is an eigenfunction of the operator for the z component of angular
momentum.

One of the most important techniques in quantum mechanics is known as the variation method. That
method provides a way of starting with a wave function and calculating a value for a property (dynamical
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variable or classical observable) by making use of the operator for that variable. It begins with the
equation a¢ = a¢. Multiplying both sides of the equation by ¢* we obtain

¢*Oé¢ = ¢*a¢ (216)

Because « is an operator, it is not necessarily true that ¢p*a¢ is equal to pag*, so the order in writing
the symbols is preserved. We now perform integration using the equation in the form

Joravar = [orasar (2.17)

All space All space

However, the eigenvalue a is a constant, so it can be removed from the integral on the right-hand side
of the equation. Then, solving for a gives

a> _ f(b*oqu dr

(2.18)
[or6 ar
The order of the quantities in the numerator must be preserved because « is an operator. For exam-
ple, if an operator is d/dx, it is easy to see that (2x)(d/dx)(2x) = (2x)(2) = 4x is not the same as
(d/dx)(2x)(2x) = (d/dx)(4x?) = 8.

If the wave function ¢ is normalized, the denominator in Eq. (2.18) is equal to 1. Therefore, the value
of a is given by the relationship

(a) = [orap ar (2.19)

The value of a calculated in this way is known as the average or expectation value, and it is indicated by
a or {a). The operator to be used is the one that corresponds to the variable being calculated.

The utilization of the procedure just outlined will be illustrated by considering an example that is
important as we study atomic structure. In polar coordinates, the normalized wave function for the
electron in the 1s state of a hydrogen atom is

1 1

o= g5 e = (2.20

where q, is a constant known as the first Bohr radius. Note that in this case the wave function is real
(meaning that it does not contain i) so ¢ and * are identical. We can now calculate the average value
for the radius of the 1s orbit by making use of

(r)= f¢*(0p€rat0r)¢ dr (2.21)
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where the operator is simply 7, which is the same in operator or classical form. The volume element,
dr, in polar coordinates is dr = % sin 0 dr df d¢. Making the substitutions for dr and the operator, we
obtain

27

0 3/2
T Felf ok

Although this integral looks like it might be very difficult to evaluate, it becomes much simpler when
some factors are combined. For example, the r that is the operator is the same as the r in the volume
element. Combining these gives a factor of 3. Next, the factors involving 7 and 4, can be combined.
When these simplifications are made, the integral can be written as

I

We can further simplify the problem by recalling the relationship from calculus that

1

3/2
] ~rl% 12 gin @ dr df do (2.22)
o

1
ay’

e~ 2% 3 sin@dr df do (2.23)

|I
o%g
o =¥
3

[ [fesmaxay= [ fxya [y (2.24)

which allows us to write the integral above in the form

T 2T

= L_e2r/a 3 ar [ [sinoands (2.25)
a, 00

0

From a table of integrals, it is easy to verify that the integral involving the angular coordinates can be
evaluated to give 47. Also from a table of integrals, it can be found that the exponential integral can be
evaluated by making use of a standard form,

5 |
fx" e dx = b:‘tl (2.26)
0

For the integral being evaluated here, b = 2/a, and n = 3, so that the exponential integral can be writ-
ten as

00

fr36*27/a0 dr = (2.27)
0 (2/a0)*

Making the substitutions for the integrals and simplifying, we find that

(r) = (3/2)a, (2.28)
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where a,, the first Bohr radius, is 0.529 A. The expectation value for the radius of the 1s orbit is 1.5
times that distance. Note that a complicated-looking problem actually turns out to be much simpler
than might have been supposed. In this case, looking up two integrals in a table removes the neces-
sity for integrating the functions by brute force. A great deal of elementary quantum mechanics can be
handled in this way.

It may have been supposed that the average value for the radius of the first orbit in a hydrogen atom
should evaluate to 0.529 A. The answer to why it does not lies in the fact that the probability of find-
ing the electron as a function of distance from the nucleus in a hydrogen atom can be represented as
shown in Figure 2.1. The average distance is that point where there is an equal probability of finding
the electron on either side of that distance. It is that distance that we have just calculated by the fore-
going procedure. On the other hand, the probability as a function of distance is represented by a func-
tion that goes through a maximum. Where the probability function has its maximum value is the most
probable distance, and that distance for an electron in the 1s state of a hydrogen atom is a,,.

The applications of the principles just discussed are many and varied. It is possible to calculate the
expectation values for a variety of properties by precisely the procedures illustrated. Do not be intimi-
dated by such calculations. Proceed in a stepwise fashion, look up any needed integrals in a table, and
handle the algebra in a clear, orderly manner.

In addition to the postulates stated earlier, one additional postulate is normally included in the
required list.

Postulate IV: The state function, 1, results from the solution of the equation
Hy = B¢

where H is the operator for total energy, the Hamiltonian operator.

P(r)

a, 32a, r

W FIGURE 2.1  The probability of finding the electron as a function of distance from the nucleus.
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For a variety of problems in quantum mechanics, the first step in the formulation is to write the
equation

Hy = Ey
and then substitute the appropriate function for the Hamiltonian operator. In classical mechanics,
Hamilton’s function is the sum of the kinetic (translational) and potential energies. This can be written as

H=T+V (2.29)

where T is the kinetic energy, V is the potential energy, and H is Hamilton’s function. When written in
operator form, the equation becomes

Hy = Ey (2.30)

For some systems, the potential energy is some function of a coordinate. For example, the potential
energy of an electron bound to the nucleus of a hydrogen atom is given by —e?/r, where e is the charge
on the electron and r is a coordinate. Therefore, when this potential function is placed in operator
form, it is the same as in classical form, —e?/r (see Table 2.1).

In order to put the kinetic energy in operator form, we make use of the fact that the kinetic energy can
be written in terms of the momentum as

1 (mv)? _ p* (2.31)
2 2m 2m

Because momentum has x, y, and z components, the momentum can be represented as

2 2 2
sz_x+p_y+P_Z (2.32)
2m  2m  2m

Earlier it was shown that the operator for the x component of momentum can be written as
(7/i)(0/dx). The operators for the y and z components have the same form except for the derivatives
being with respect to those variables. Because the momentum in each direction is squared, the opera-
tor must be correspondingly used twice:

2 2
Ei :h_i:_ 28_2 (2.33)
i Ox i2 Ox? Ox?
As a result, the operator for the total kinetic energy is
h%| o0 | 9% | 0? h?
==t =+ =|=—-=—V2
2m [8362 oy?  0z? ] 2m (2.34)

where V? is the Laplacian operator, which is often referred to as simply the Laplacian.
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2.2 THEHYDROGEN ATOM

There are several introductory problems that can be solved exactly by quantum mechanical meth-
ods. These include the particle in a one-dimensional box, the particle in a three-dimensional box, the
rigid rotor, the harmonic oscillator, and barrier penetration. All of these models provide additional
insight into the methods of quantum mechanics, and the interested reader should consult a quantum
mechanics text such as those listed in the references at the end of this chapter. Because of the nature of
this book, we will progress directly to the problem of the hydrogen atom, which was solved in 1926 by
Erwin Schrodinger. His starting point was a three-dimensional wave equation that had been developed
earlier by physicists who were dealing with the so-called flooded planet problem. In this model, a
sphere was assumed to be covered with water, and the problem was to deal with the wave motion that
would result if the surface were disturbed. Schrodinger did not derive a wave equation. He adapted
one that already existed. His adaptation consisted of representing the wave motion of an electron by
means of the de Broglie relationship that had been established only 2 years earlier. Physics was pro-
gressing at a rapid pace in that time period.

We can begin directly by writing the equation
Hip = Ey) (2.35)

and then determine the correct form for the Hamiltonian operator. We will assume that the nucleus
remains stationary with the electron revolving around it (known as the Born-Oppenheimer approxi-
mation) and deal with only the motion of the electron. The electron has a kinetic energy of (1/2)mv?,
which can be written as p?/2m. Equation (2.34) shows the operator for kinetic energy.

The interaction between an electron and a nucleus in a hydrogen atom gives rise to a potential energy
that can be described by the relationship —e?/r. Therefore, using the Hamiltonian operator and postu-
late IV, the wave equation can be written as

D2 oy~ py (2.36)
2m T

Rearranging the equation and representing the potential energy as V gives
V2 + 2 (E - V) =0 (237)
h2 '

The difficulty in solving this equation is that when the Laplacian is written in terms of Cartesian coor-
dinates we find that r is a function of x, y, and z,

r=x2+y2+2z? (2.38)

The wave equation is a second-order partial differential equation in three variables. The usual tech-
nique for solving such an equation is to use a procedure known as the separation of variables. However,
with r expressed as the square root of the sum of the squares of the three variables, it is impossible
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to separate the variables. To circumvent this problem, a change of coordinates to polar coordinates is
made. After that is done, the Laplacian must be transformed into polar coordinates, which is a tedious
task. When the transformation is made, the variables can be separated so that three second-order differ-
ential equations, each containing one coordinate as the variable, are obtained. Even after this is done,
the resulting equations are quite complex, and the solution of two of the three equations requires the
use of series techniques. The solutions are described in detail in most quantum mechanics books, so
it is not necessary to solve the equations here (see suggested readings at the end of this chapter), but
Table 2.2 shows the wave functions. These wave functions are referred to as hydrogen-like wave functions
because they apply to any one-electron system (e.g., He™, Li?™).

From the mathematical restrictions on the solution of the equations comes a set of constraints known
as quantum numbers. The first of these is n, the principal quantum number, which is restricted to inte-
ger values (1, 2, 3, ...). The second quantum number is I, the orbital angular momentum quantum
number, and it must also be an integer such that it can be at most (n — 1). The third quantum number
is m, the magnetic quantum number, which gives the projection of the [ vector on the z axis as shown
in Figure 2.2.

The three quantum numbers that arise as mathematical restraints on the differential equations
(boundary conditions) can be summarized as follows:

n = principal quantum number =1, 2, 3 ...
I = orbital angular quantum number =0, 1, 2, ..., (n —1)
m = magnetic quantum number = 0, 1, £2,...,£]

Note that from the solution of a problem involving three dimensions, three quantum numbers result,
unlike the Bohr approach, which specified only one. The quantum number 7 is essentially equivalent
to the n that was assumed in the Bohr model of hydrogen.

A spinning electron also has a spin quantum number that is expressed as =1/2 in units of 7. However,
that quantum number does not arise from the solution of a differential equation in Schrodinger’s
solution of the hydrogen atom problem. It arises because, like other fundamental particles, the elec-
tron has an intrinsic spin that is half integer in units of 7, the quantum of angular momentum. As a
result, four quantum numbers are required to completely specify the state of the electron in an atom.
The Pauli Exclusion Principle states that no two electrons in the same atom can have identical sets of four
quantum numbers. We will illustrate this principle later.

The lowest energy state is that characterized by n = 1, which requires that I = 0 and m = 0. A state for
which | = 0 is designated as an s state so the lowest energy state is known as the 1s state, since states
are designated by the value of n followed by a lower case letter to represent the ! value. The values of |
are denoted by letters as follows:

Value of I 0 1 2 3

State designation: sharp principal diffuse fundamental
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Table 2.2 Complete Normalized Hydrogen-Like Wave Functions.
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M FIGURE 2.2  Projections of vectors / = 1and / = 2 on the z-axis.

B FIGURE 2.3  The three-dimensional surface representing the probability region of an s orbital.

The words sharp, principal, diffuse, and fundamental were used to describe certain lines in atomic
spectra, and it is the first letter of each word that is used to names, p, d, and f states.

For hydrogen, the notation 1s! is used, where the superscript denotes a single electron in the 1s state.
Because an electron can have a spin quantum number of +1/2 or —1/2, two electrons having opposite
spins can occupy the 1s state. The helium atom, having two electrons, has the configuration 1s? with
the electrons having spins of +1/2 and —1/2.

As we have seen in earlier sections, wave functions can be used to perform useful calculations to deter-
mine values for dynamical variables. Table 2.2 shows the normalized wave functions in which the
nuclear charge is shown as Z (Z = 1 for hydrogen) for one electron species (H, He™, etc.). One of
the results that can be obtained by making use of wave functions is that it is possible to determine
the shapes of the surfaces that encompass the region where the electron can be found some fraction
(perhaps 95%) of the time. Such drawings result in the orbital contours that are shown in Figures 2.3,
2.4, and 2.5.

It is interesting to examine the probability of finding an electron as a function of distance when s
orbitals having different n values are considered. Figure 2.6 shows the radial probability plots for the
2s and 3s orbitals. Note that the plot for the 25 orbital has one node (where the probability goes to 0)
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B FIGURE 2.4  The three-dimensional surfaces of p orbitals.
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W FIGURE 2.5 Three-dimensional representations of the five d orbitals.
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W FIGURE 2.6  Radial distribution plots for 2s and 3s wave functions.
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whereas that for the 3s orbital has two nodes. It can be shown that the nodes occur at r = 2a, for the
2s orbital and at 1.90a, and 7.104, for the 3s orbital. It is a general characteristic that ns orbitals have
(n — 1) nodes. It is also noted that the distance at which the maximum probability occurs increases as
the value of n increases. In other words, a 3s orbital is “larger” than a 2s orbital. Although not exactly
identical, this is in accord with the idea from the Bohr model that the sizes of allowed orbits increase
with increasing n value.

2.3 THE HELIUM ATOM

In previous sections, the basis for applying quantum mechanical principles has been illustrated.
Although it is possible to solve exactly several types of problems, it should not be inferred that this
is always the case. For example, it is easy to formulate wave equations for numerous systems, but
generally they cannot be solved exactly. Consider the case of the helium atom, which is illustrated in
Figure 2.7 to show the coordinates of the parts of the system.

We know that the general form of the wave equation is

Hy = E¢ (2.39)

in which the Hamiltonian operator takes on the form appropriate to the particular system. In the case
of the helium atom, there are two electrons, each of which has kinetic energy and is attracted to the
+2 nucleus. However, there is also the repulsion between the two electrons. With reference to Figure
2.7, the attraction terms can be written as —2e?/r; and —2e?/r,. The kinetic energies can be represented
as 1mv,” and 1mv,? which in operator forms are written as (—#%/2m)V,? and (—#?/2m)V,?. However,
we now must include the repulsion between the two electrons, which gives rise to the term +e?/r;, in
the Hamiltonian. When the complete Hamiltonian is written out, the result is

. K2 h2 202 22 &2
H:__v12__v22__—_+— (2.40)
2m 2m n n N2
z
2 |- —— }92
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B FIGURE2.7  (oordinate system for the helium atom.
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from which we obtain the wave equation for the helium atom,
Hyp = Ey) (2.41)

or

h? h? 2e2  2e?2 2
=V =V — - —+ — = (2.42)
2m 2m n T, T,

In order to solve the wave equation for the hydrogen atom, it is necessary to transform the Laplacian
into polar coordinates. That transformation allows the distance of the electron from the nucleus to
be expressed in terms of r, 6, and ¢, which in turn allows the separation of variables technique to be
used. Examination of Eq. (2.40) shows that the first and third terms in the Hamiltonian are exactly
like the two terms in the operator for the hydrogen atom. Likewise, the second and fourth terms are
also equivalent to those for a hydrogen atom. However, the last term, e2/r;,, is the troublesome part of
the Hamiltonian. In fact, even after polar coordinates are employed, that term prevents the separation
of variables from being accomplished. Not being able to separate the variables to obtain three simpler
equations prevents an exact solution of Eq. (2.40) from being carried out.

When an equation describes a system exactly but the equation cannot be solved, there are two general
approaches that are followed. First, if the exact equation cannot be solved exactly, it may be possible to
obtain approximate solutions. Second, the equation that describes the system exactly may be modified
to produce a different equation that now describes the system only approximately but which can be
solved exactly. These are the approaches to solving the wave equation for the helium atom.

Because the other terms in the Hamiltonian essentially describe two hydrogen atoms except for the
nuclear charge of +2, we could simply neglect the repulsion between the two electrons to obtain
an equation that can be solved exactly. In other words, we have “approximated” the system as two
hydrogen atoms, which means that the binding energy of an electron to the helium nucleus should
be 27.2¢V, twice the value of 13.6eV for the hydrogen atom. However, the actual value for the first
ionization potential of helium is 24.6 eV because of the repulsion between the two electrons. Clearly,
the approximate wave equation does not lead to a correct value for the binding energy of the electrons
in a helium atom. This is equivalent to saying that an electron in a helium atom does not experience
the effect of being attracted by a nucleus having a +2 charge, but an attraction which is less than that
value because of the repulsion between electrons. If this approach is taken, it turns out that the effec-
tive nuclear charge is 27/16 = 1.688 instead of exactly 2.

If the problem is approached from the standpoint of considering the repulsion between the electrons
as being a minor irregularity or perturbation in an otherwise solvable problem, the Hamiltonian can
be modified to take into account this perturbation in a form that allows the problem to be solved.
When this is done, the calculated value for the first ionization potential is 24.58 eV.

Although we cannot solve the wave equation for the helium atom exactly, the approaches described
provide some insight in regard to how we might proceed in cases where approximations must be
made. The two major approximation methods are known as the variation and perturbation methods.
For details of these methods as applied to the wave equation for the helium atom, see the quantum
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mechanics books listed in the suggested readings at the end of this chapter. A detailed treatment of
these methods is beyond the scope of this book.

24 SLATERWAVE FUNCTIONS

We have just explained that the wave equation for the helium atom cannot be solved exactly because
of the term involving 1/r;,. If the repulsion between two electrons prevents a wave equation from
being solved, it should be clear that when there are more than two electrons the situation is worse. If
there are three electrons present (as in the lithium atom) there will be repulsion terms involving 1/r,,
1/r13, and 1/r,5. Although there are a number of types of calculations that can be performed (particu-
larly the self-consistent field calculations), they will not be described here. Fortunately, for some situ-
ations, it is not necessary to have an exact wave function that is obtained from the exact solution of a
wave equation. In many cases, an approximate wave function is sufficient. The most commonly used
approximate wave functions for one electron are those given by J. C. Slater, and they are known as
Slater wave functions or Slater-type orbitals (usually referred to as STO orbitals).

Slater wave functions have the mathematical form
Unim = Ry(r)e 1y, (6,6) (2.43)
When the radial function R, ;(r) is approximated, the wave functions can be written as
Yy = Tl ETRY, L (0,6) (2.44)

where s is a constant known as a screening constant, n* is an effective quantum number that is related
ton, and Y] ,(0,¢) is a spherical harmonic that gives the angular dependence of the wave function. The
spherical harmonics are functions that depend on the values of [ and m as indicated by the subscripts.
The quantity (Z — s) is sometimes referred to as the effective nuclear charge, Z*. The screening con-
stant is calculated according to a set of rules that are based on the effectiveness of electrons in shells to
screen the electron being considered from the effect of the nucleus.

The calculation of the screening constant for a specific electron is as follows.
1. The electrons are written in groups as follows:
1s|252p | 3s3p | 3d | 4s4p | 4d | 4f | 5s5p | 5d | ...

2. Electrons residing outside the shell in which the electron being described resides do not con-
tribute to the screening constant.

3. A contribution of 0.30 is assigned for an electron in the 1s level, but for other groups 0.35 is
added for each electron in that group.

4. A contribution of 0.85 is added for each electron in an s or p orbital for which the principle
quantum number is one less than that for the electron being described. For electrons in s or
p orbitals which have an n value of two or more lower than that of the orbital for the electron
being considered, a contribution of 1.00 is added for each electron.
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5. For electrons in d and f orbitals, a contribution of 1.00 is added for each electron in orbitals
having lower n than the one where the electron being considered resides.

6. The value of n* is determined from 7 as based on the following table.

n=1 2 3 4 5 6
n* =1 2 3 3.7 4.0 4.2

To illustrate the use of the foregoing rules, we will write the Slater wave function for an electron in
an oxygen atom. The electron resides in a 2p orbital, so n = 2, which means that n* = 2. There are
four electrons in the 2p orbitals in an oxygen atom, so the fourth electron is screened by three others.
However, an electron in a 2p orbital is also screened by the two electrons in the 1s orbital and two in
the 2s orbital. Two electrons in the 1s level give screening that can be written as 2(0.85) = 1.70. The
screening constant is the same for electrons in the 2s and 2p states, and the electron in the 2p state that
is being considered has five other electrons involved in screening. Therefore, those five give a contribu-
tion to the screening constant of 5(0.35) = 1.75. Adding the contributions gives a total screening con-
stant of 1.70 + 1.75 = 3.45, which means that the effective nuclear charge is 8 — 3.45 = 4.55. Using
this value gives (Z — s)/n* = 2.28 and a Slater wave function that can be written as

¢ = re” 228y, (6, ¢) (2.45)

The important aspect of this approach is that it is now possible to arrive at an approximate one-electron
wave function that can be used in other calculations. For example, Slater-type orbitals form the basis
of many of the high-level molecular orbital calculations using self-consistent field theory and other
approaches. However, in most cases, the Slater-type orbitals are not used directly. Quantum mechanical
calculations on molecules involve the evaluation of a large number of integrals, and exponential integrals
of the STO type are much less efficient in calculations. In practice, the STO functions are represented as a
series of functions known as Gaussian functions, which are of the form a exp(—br?). The set of functions
to be used, known as the basis set, is then constructed as a series of Gaussian functions representing each
STO. When a three-term Gaussian is used, the orbitals are known as a STO-3G basis set. The result of
this transformation is that the computations are completed much more quickly because Gaussian inte-
grals are much easier to compute. For a more complete discussion of this advanced topic, see the book
Quantum Chemistry by J. P. Lowe, listed in the references at the end of this chapter.

2.5 ELECTRON CONFIGURATIONS

For n = 1, the only value possible for both I and m is 0. Therefore, there is only a single state possible, the
one forn = 1,1 = 0, and m = 0. This state is denoted as the 1s state. If n = 2, it is possible for [ to be 0 or
1. For the | = 0 state, the n = 2 and | = 0 combination gives rise to the 2s state. Again, m = 0 is the only
possibility because of the restriction on the values of m being 0 up to =I. Two electrons can be accom-
modated in the 2s state, which is filled in the beryllium atom, so the electron configuration is 1s? 2s2.

For the quantum state for which n = 2 and I = 1, we find that there are three values of m possible, +1,
0, and —1. Therefore, each value of m can be used with spin quantum numbers of +1/2 and —1/2.
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above. The six possible sets of quantum numbers can be shown as follows.

Electron 1 Electron 2 Electron 3 Electron 4 Electron 5 Electron 6
n=2 n=2 n=2 n=2 n=2 n=2
=1 =1 =1 =1 I=1 =1
m=+1 m=0 m=—1 m=+1 m=0 m=—1
s=+1/2 s=+1/2 s=+1/2 s=—1/2 s=-1/2 s=-1/2

A state for which I = 1 is known as a p state, so the six sets of quantum numbers just shown belong
to the 2p state. Population of the 2p state is started with boron and completed with neon in the first
long period of the periodic table. However, each m value denotes an orbital, so there are three orbitals
where electrons can reside. Electrons remain unpaired as long as possible when populating a set of orbit-
als. For convenience, we will assume that the orbitals fill by starting with the highest positive value
of m first and then going to successive lower values. Table 2.3 shows the maximum population of
states based on the value for .

According to the Bohr model, the quantum number n determines the energies of the allowed states
in a hydrogen atom. We now know that both n and [ are factors that determine the energy of a set of
orbitals. In a general way, it is the sum (n + [) that determines the energy, and the energy increases as
the sum of n and I. However, when there are two or more ways to get a particular sum of (n + I) the
combination with lower n is normally used first. For example, the 2p state has (n + 1) = (2 + 1) = 3 as
does the 3s state where (n + 1) = (3 + 0) = 3. In this case, the 2p level fills first because of the greater
importance of the lower n value. Table 2.4 shows the scheme used to arrange the orbitals in the order
in which they are normally filled. As a result, the general order of filling shells is as follows, with the
sum (n + [) being given directly below for each type of shell.

State 1s 2s 2p 3s 3p 4s 3d 4p 5s 4d 5p 65
(n+h |1 2 3 3 4 4 5 5 5 6 6 6

By following the procedures described, we find that for the first 10 elements, the results are as follows.

H 15

He 152

Li 152 25"

Be 152 252

B 152252 2p!
C 152 252 2p?
N 152252 2p3
0 152 252 2p*
F 152252 2p°
Ne 152 252 2p°
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Table 2.3 Maximum Orbital Populations.

IValue State m Values Possible Maximum Population
0 s 0 2

1 p 0, =1 6

2 d 0,%£1,£2 10

3 f 0,*£1,*2,+3 14

4 g 0,*1,%2, 3,4 18

Table 2.4 Filling of Orbitals According to Increasing
(n + 1) Sumq.

n I (n+1) State
1 0 1 1s

2 0 2 2s

2 1 3 2p
3 0 3 3s

3 1 4 3p
4 0 4 4s

3 2 5 3d
4 1 5 4p
5 0 5 5s
4 2 6 4d
5 1 6 5p
6 0 6 65
4 3 7 4f
5 2 7 5d
6 1 7 6p
7 0 7 7s
“In general, energy increases in going down in the table.

For some of the atoms, this is an oversimplification because an electron configuration like 1s% 2s* 2p?
does not give the complete picture. Each m value denotes an orbital in which two electrons can reside
with opposite spins. When | = 1, m can have the values of +1, 0, and —1, which denote three orbitals.
Therefore, the two electrons could be paired in one of the three orbitals or they could be unpaired and
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reside in different orbitals. We have already stated that we will start with the highest positive value
of m first and with the positive value of s. For a 2p? configuration, two possible arrangements are as
follows:

L o

m=+10-1 +10 -1

Although the explanation will be provided later, the configuration on the right is lower in energy than
the one on the left. As we have already stated, electrons remain unpaired as long as possible. Therefore,
the carbon atom that has the electron configuration 1s? 2s? 2p? has two unpaired electrons. In a similar
way, the nitrogen atom has three electrons in the 2p orbitals,

i

11
+10 -1

m= +1
so it has three unpaired electrons. On the other hand, the oxygen atom, which has the configuration
152 252 2p*, has only two unpaired electrons.

—
=

1
-1

T
0

3
Il
+

It is important when discussing the chemistry of elements to keep in mind the actual arrangement of
electrons, not just the overall configuration. For example, with the nitrogen atom having one electron
in each of the three 2p orbitals, the addition of another electron would require it to be paired in one of
the orbitals. Because of repulsion between electrons in the same orbital, there is little tendency of the
nitrogen atom to add another electron. Therefore, the electron affinity of nitrogen is very close to 0. We
have already mentioned in Chapter 1 that the ionization potential for the oxygen atom is lower than
that of nitrogen even though the oxygen atom has a higher nuclear charge. We can now see why this
is so. Because oxygen has the configuration 1s? 2s? 2p*, one of the 2p orbitals has a pair of electrons in
it. Repulsion between the electrons in this pair reduces the energy with which they are bound to the
nucleus so it is easier to remove one of them than it is to remove an electron from a nitrogen atom.
There are numerous other instances in which the electron configuration gives a basis for interpreting
properties of atoms.

We could follow the procedures just illustrated to write the electron configurations of elements 11
through 18 in which the 3s and 3p orbital are being filled. However, we will not write all of these out;
rather, we will summarize the electron configuration of argon, 1s? 2s? 2p? 3s* 3p°, as (Ar). When this is
done, the next element, potassium, has the configuration (Ar) 4s' and that of calcium is (Ar) 4s. The
sum (n + 1) is 4 for both the 3p and 4s levels, and the lower value of n is used first (3p). The next levels
to be filled are those for which (n + 1) = 5, and these are the 3d, 4p, and 5s. In this case, the 3d orbitals
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have the lower n, so that set of orbitals is filled next. Therefore, the configurations for the next few ele-
ments are as follows.

Sc (Ar) 452 3d'  Ti (Ar) 4s? 3d?  V (Ar) 4s? 3d3

Following this pattern, we expect chromium to have the configuration (Ar) 4s? 3d*, but it is actually
(Ar) 4s' 3d°. The reason for this will be explained later, but we will mention here that it has to do with
the interaction of electrons having the same spin by means of coupling of their angular momenta. The
next element, Mn, has the configuration (Ar) 4s? 3d°, and filling of the 3d shell is regular until copper
is reached. There, instead of the configuration being (Ar) 4s? 3d°, it is (Ar) 4s' 3d'°, but the configura-
tion of zinc is the expected 4s? 3d'°.

It is not necessary here to list all of the irregularities that occur in electron configurations. We should
point out that irregularities of the type just discussed occur only when the orbitals involved have ener-
gies that differ only slightly. There is no case where an atom such as carbon is found with the ground
state configuration of 1s2 2s! 2p® or 1s? 2s? 2p! 3s! instead of 1s? 2s? 2p?. The difference in energy
between the 2s and 2p states and that between the 2p and 3s states is simply too great for an electron
to reside in the higher state unless there has been electron excitation by some means. Electron configu-
rations for atoms can now be written by making use of the procedures described earlier and referring
to the periodic table shown in Figure 2.8. Table 2.5 gives the ground state electron configurations for
all of the atoms.

2.6 SPECTROSCOPIC STATES

We have already alluded to the fact that within an overall electron configuration of an atom, there is
interaction of the electrons by means of coupling of angular momenta. This results from the fact that a
spinning electron that is moving in an orbit has angular momentum resulting from its spin as well as
from its orbital movement. These are vector quantities that couple in accord with quantum-mechanical
rules. In one of the coupling schemes, the individual spin angular momenta of the electrons couple to
give an overall spin of S. In addition, the orbital angular momenta of the electrons couple to give an
overall orbital angular momentum, L. Then, these resulting vector quantities couple to give the total
angular momentum vector, J, for the atom. Coupling occurs by this scheme, which is known as L-S or
Russell-Saunders coupling, for atoms in approximately the top half of the periodic table.

In a manner similar to that by which the atomic states were designated as s, p, d, or f, the letters S, P,
D, and F correspond to the values of 0, 1, 2, and 3, respectively, for the angular momentum vector,
L. After the values of the vectors L, S, and J have been determined, the overall angular momentum
is described by a symbol known as a term symbol or spectroscopic state. This symbol is constructed as
(2511, where the appropriate letter is used for the L value as listed earlier, and the quantity (2S + 1) is
known as the multiplicity. For one unpaired electron, (2S + 1) = 2, and a multiplicity of 2 gives rise to
a doublet. For two unpaired electrons, the multiplicity is 3, and the state is called a triplet state.

Figure 2.9 shows how two vectors can couple according to the quantum-mechanical restrictions.
Note that vectors I; and I, having lengths of 1 and 2 units can couple to give resultants that are 3,
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1A VIIA
y 18
1 2
H IIA WA IVA VA VIA VIA | He
1.0079| 2 13 14 15 16 17 | 4.0026
3 4 5 6 7 8 9 10
Li Be B c N o) F Ne
6.941 |9.0122 10.81 | 12.011 [14.0067|15.9994|18.9984 20.179
1 12 13 14 15 16 17 18
Na | Mg | yg vB VB VIB VIB —— VIIIB—— B I8 Al Si P S cl Ar
22.9898| 24.305 | 4 4 5 5 7 8 9 10 b 12 |26.9815(28.0855(30.9738| 32.06 | 35.453 | 39.948
19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
K Ca Sc Ti \ Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr

39.0983| 40.08 (44.9559| 47.88 |50.9415( 51.996 [54.9380| 55.847 (58.9332| 58.69 |63.546 | 65.38 | 69.72 | 72.59 |74.9216| 78.96 | 79.904 | 83.80

37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
Rb Sr Y Zr Nb Mo Tc R Rh Pd Ag Cd In Sn Sb Te | Xe
85.4678| 87.62 (88.9059| 91.22 |92.9064| 95.94 | (98) |101.07 (102.906| 106.42 |107.868| 112.41 [ 114.82 | 118.69 | 121.75 | 127.60 [126.905| 131.29

55 56 57 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86
Cs Ba La* Hf Ta i Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn
132.905| 137.33 |138.906( 178.48 [180.948| 183.85 |186.207| 190.2 | 192.22 | 195.09 [196.967| 200.59 |204.383( 207.2 [208.980| (209) | (210) | (222)

87 88 89 104 105 106 107 108 109 110 111
Fr Ra Ac* Rf Ha Sg Ns Hs Mt Ds Rg
(223) (226.025[227.028| (257) | (260) | (263) | (262) | (265) | (266) | (271) | (272)

58 59 60 61 62 63 64 65 66 67 68 69 70 !

“Lanthanide | ce | pr | Nd | Pm | Sm | Eu | Gd | To | Dy | Ho | Er | Tm | Yb | Lu

Series 140.12 (140.908| 144.24 | (145) | 150.36 | 151.96 | 157.25 |158.925| 162.50 [164.930( 167.26 |168.934| 173.04 (174.967
“Actinide 90 91 92 93 94 95 96 97 98 99 100 101 102 103
Series Th Pa U Np Pu Am Cm Bk Cf Es Fm Md No Lr

232.038[231.036/238.029(237.048| (244) | (243) | (247) | (247) | (251) | (252) | (257) | (258) | (259) | (260)

B FIGURE 2.8  The periodic table of the elements.

2, or 1 units in length. Therefore, the resultant, R, for these combinations can be written as |l; + |,
|ll + 12 - 1| or |ll - lzl

In heavier atoms, a different type of coupling scheme is sometimes followed. In that scheme, the
orbital angular momentum, I, couples with the spin angular momentum, s, to give a resultant, j, for a
single electron. Then, these j values are coupled to give the overall angular momentum for the atom,
J. Coupling of angular momenta by this means, known as j-j coupling, occurs for heavy atoms, but we
will not consider this type of coupling further.

In L-S coupling, we need to determine the following sums in order to deduce the spectroscopic state of
an atom:

L=x] S§=3%5; M=%Sm=LL-1L-2,..,0,...,-L J=]|L+S|,.. LS5

Note that if all of the electrons are paired, the sum of spins is 0, so a singlet state results. Also, if all
of the orbitals in a set are filled, for each electron with a positive value of m there is also one having
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Table 2.5 Electronic Configurations of Atoms.

y4 Symbol Configuration y4 Symbol Configuration

1 H 15! 56 Ba (Xe) 652

2 He 152 57 La (Xe) 5d" 652

3 Li 152 25! 58 Ce (Xe) 4f2 652

4 Be 152 252 59 Pr (Xe) 4f3 652

5 B 152252 2p! 60 Nd (Xe) 4f* 652

6 C 152 252 2p? 61 Pm (Xe) 4f° 652

7 N 152252 2p° 62 Sm (Xe) 4° 652

8 0 152 252 2p* 63 Eu (Xe) 4f7 652

9 F 152252 2p° 64 Gd (Xe) 4f7 5d" 65>

10 Ne 152 252 2p° 65 Tb (Xe) 4f° 652

11 Na (Ne) 3s' 66 Dy (Xe) 41" 652

12 Mg (Ne) 352 67 Ho (Xe) 41" 652

13 Al (Ne) 352 3p! 68 Er (Xe) 4f'2 652

14 Si (Ne) 352 3p? 69 Tm (Xe) 4f13 652

15 P (Ne) 352 3p° 70 Yb (Xe) 4f'* 652

16 S (Ne) 352 3p* 71 Lu (Xe) 4 5d" 652

17 cl (Ne) 3s23p° 72 Hf (Xe) 4f1* 5d? 652

18 Ar (Ne) 352 3p® 73 Ta (Xe) 4" 5d° 652

19 K (Ar) 4s 74 w (Xe) 414 5d* 652

20 Ca (Ar) 4s? 75 Re (Xe) 4f'* 5d° 652

21 Sc (Ar) 3d" 4s? 76 Os (Xe) 4f'* 5d° 652

22 Ti (Ar) 3d? 452 77 Ir (Xe) 4f'* 5d” 652

23 Vv (Ar) 3d° 4s? 78 Pt (Xe) 4 54° 65"

24 Cr (Ar) 3d° 4s' 79 Au (Xe) 4f1% 5d'0 65!

25 Mn (Ar) 3d° 4s? 80 Hg (Xe) 4f14 5d'0 652

26 Fe (Ar) 3d° 4s? 81 Tl (Xe) 44 5d' 652 6p!
27 Co (Ar) 3d 452 82 Pb (Xe) 411* 5d"° 652 6p?
28 Ni (Ar) 3d® 4s? 83 Bi (Xe) 4f'4 5d'0 652 6p>
29 Cu (Ar) 3d'0 45" 84 Po (Xe) 414 5d'° 652 6p*
30 Zn (Ar) 3d'0 452 85 At (Xe) 4f'4 5d'° 652 6p°
31 Ga (Ar) 3d'0 4s% 4p’ 86 Rn (Xe) 4f1* 5d'° 652 6p°
32 Ge (Ar) 3d'0 452 4p? 87 Fr (Rn) 75"

33 As (Ar) 3d'0 452 4p3 88 Ra (Rn) 752

(Continued)
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Table 2.5 (Continued)
Y4 Symbol Configuration y4 Symbol Configuration
34 Se (Ar) 3d'° 45% 4p* 89 Ac (Rn) 6d" 752
35 Br (Ar) 3d'° 45% 4p° 90 Th (Rn) 6d? 752
36 Kr (Ar) 3d‘° 452 4p° 91 Pa (Rn) 5f2 6d" 752
37 Rb (Kr) 55 92 u (Rn) 5f3 6d" 75°
38 Sr (Kr) 55 93 Np (Rn) 5f° 752
39 Y (Kr) 4d" 552 94 Pu (Rn) 5f6 752
40 Zr (Kr) 4d? 552 95 Am (Rn) 5f7 752
41 Nb (Kr) 4d* 557 96 Cm (Rn) 5f7 6d" 752
42 Mo (Kr) 4d° 55" 97 Bk (Rn) 5f8 6d" 752
43 Tc (Kr) 4d° 552 98 cf (Rn) 510752
44 Ru (Kr) 4d” 55" 99 Es (Rn) 511 7s
45 Rh (Kr) 4d® 55" 100 Fm (Rn) 512 7s
46 Pd (Kr) 4d"° 101 Md (Rn) 513 752
47 Ag (Kr) 4d'° 55 102 No (Rn) 5f1* 7s
48 cd (Kr) 4d'° 552 103 Lr (Rn) 5f'* 6d" 752
49 In (Kr) 4d'° 552 5p! 104 Rf (Rn) 5f1* 6d? 752
50 Sn (Kr) 4d'° 552 5p? 105 Ha (Rn) 5f* 6d> 752
51 Sb (Kr) 4d'° 552 5p3 106 Sg (Rn) 5f1* 6d* 752
52 Te (Kr) 4d'° 552 5p* 107 Ns (Rn) 5f1* 6d° 752
53 I (Kr) 4d'° 552 5p° 108 Hs (Rn) 5f1* 6d° 752
54 Xe (Kr) 4d10 552 5p° 109 Mt (Rn) 5f1*6d” 752
55 Cs (Xe) 65 110 Ds (Rn) 5% 6d® 752

111 Rg (Rn) 5f1* 6d° 752

A
1 1
A 1 )
2 2 A 2
R=3 R=2 R=1

M FIGURE 2.9  Vector sums for two vectors having lengths of 2 and 1 units. The resultant can have values of 3, 2, or 1.
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a negative m value. Therefore, the sum of the m values is 0 (which means that L = 0), which leads to
the conclusion that for an electron configuration that represents all filled shells, the spectroscopic state
is 1S,. The subscript 0 arises because the combination J =L + S = 0 + 0 = 0. This is the case for the
noble gas atoms, which have all filled shells. We will now illustrate the application of these principles
by showing how to determine the spectroscopic states of several atoms.

For the hydrogen atom, the single electron resides in the 1s state, so the I and m values for that orbital
are 0 (which means that L is also 0), and the single electron has a spin of 1/2. Because L = 0, the spec-
troscopic state is an S state, and the multiplicity is 2 because the sum of spins is 1/2. Therefore, the
spectroscopic state of the hydrogen atom is 2S. Note that the state being denoted as an S state is not
related to the sum of spins vector, S. The value of J in this case is |0 + 1/2| = 1/2, which means that
the spectroscopic state for the hydrogen atom is written as 2S;,. Any electron in an s orbital has ! and
m values of 0 regardless of the n value. As a result, any atom, such as Li, Na, or K, having all closed
shells and an ns' electron outside the closed shells has a spectroscopic state of 2S; J2-

In the simple example just given, only one spectroscopic state is possible. In many cases, more than
one spectroscopic state can result from a given electron configuration because the electrons can be
arranged in different ways. For example, the electron configuration np? could be arranged as

B S B
m=+10-1 +10 -1

which result in different spectroscopic states. With the electrons paired as shown in the diagram on the
left, the state will be a singlet, whereas that on the right will give rise to a triplet state. Although we will
not show the details here, the np? configuration gives rise to several spectroscopic states, but only one
of them is the state of lowest energy, the spectroscopic ground state. Fortunately there is a set of rules,
known as Hund's rules, that permits us to determine the ground state (which usually concerns us most)
very easily. Hund'’s rules can be stated as follows.

1. The state with the highest multiplicity gives the lowest energy for equivalent electrons.
2. For states having the highest multiplicity, the state with highest L is lowest in energy.

3. For shells that are less than half filled, the state with the lowest J lies lowest in energy, but for
shells that are more than half filled, the lowest energy state has the highest J value.

In accord with the first rule, the electrons remain unpaired as long as possible when filling a set of
orbitals because that is how the maximum multiplicity is achieved. With regard to the third rule, if a
state is exactly half filled, the sum of the m values that gives the L vector is 0 and |L + S| and |L — S|
are identical so only one J value is possible.

Suppose we wish to find the spectroscopic ground state for the carbon atom. We need not consider
the filled 1s and 2s shells because both give S = 0 and L = 0. If we place the two electrons in the 2p
level in the two orbitals that have m = +1 and m = 0, we will find that the sum of spins is 1, the
maximum value possible. Moreover, the sum of the m values will be 1, which leads to a P state. With
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S =1and L = 1, the J values possible are 2, 1, and 0. Therefore, by application of rule 3, the spectro-
scopic ground state for the carbon atom is 3Py, but there are two other states, >P; and 3P,, that have
energies that are only slightly higher (16.5 and 43.5cm ™!, respectively). It can be shown that there are
also states designated as 'D, and 'S, possible for the np? configuration. These have energies that are
10,193.7 and 21,648.4cm ™! (122 and 259kJmol ™!, respectively) above the ground state. Note that
these singlet states, which correspond to arrangements in which the two electrons have been forced to
pair, are significantly higher in energy than the ground state, and it is correct to say that the electrons
remain unpaired as long as possible.

As has already been mentioned, the ground state is generally the only one that is of concern. If we
need to determine the ground state for Cr**, which has the outer electron arrangement of 3d* (for
transition metals, the electrons are lost from the 4s level first), we proceed as before by placing the
electrons in a set d orbitals beginning with the highest m value and working downward while keeping
the electrons unpaired to give the highest multiplicity:

m=+2+10-1-2

For this arrangement, the sum of spins is 3/2 and the L value is 3. These values give rise to the J values
of |3 +3/2|,|3 +3/2 — 1], ..., |3 — 3/2]|, which are 9/2, 7/2, 5/2, and 3/2. Because the set of orbitals
is less than half filled, the lowest J corresponds to the lowest energy, and the spectroscopic ground state
for Cr3™ is 4F3/2. The spectroscopic states can be worked out for various electron configurations using
the procedures described above. Table 2.6 shows a summary of the spectroscopic states that arise from
various electron configurations.

Although we have not given a complete coverage to the topic of spectroscopic states, the discussion
here is adequate for the purposes described in this book. In Chapter 17 it will be necessary to describe
what happens to the spectroscopic states of transition metal ions when these ions are surrounded by
other groups when coordination compounds form.

Table 2.6 Spectroscopic States Arising for Equivalent Electrons.

Electron Configuration  Spectroscopic States  Electron Configuration Spectroscopic States
! 25 @ 3F,%P,'G,'D, s
52 s a3 4F (ground state)
p' ’p d* 5D (ground state)
p? 3p. 1D, s & 65 (ground state)
p? 4s,2D, 2P d® °D (ground state)
p* 3p,'D, 'S d’ 4F (ground state)
p° 2p d® 3F (ground state)
p6 s & 2p

d1 ZD d10 ‘IS
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In this chapter, a brief review of quantum mechanical methods and the arrangement of electrons in
atoms has been presented. These topics form the basis for understanding how quantum mechanics is
applied to problems in molecular structure and the chemical behavior of the elements. The proper-
ties of atoms discussed in Chapter 1 are directly related to how the electrons are arranged in atoms.
Although the presentation in this chapter is not exhaustive, it provides an adequate basis for the study
of topics in inorganic chemistry. Further details can be found in the references.
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B QUESTIONS AND PROBLEMS

1. Determine which of the following are eigenfunctions of the operator d/dx (a and b are constants): (a) e”*; (b)
xe ™ (o) (1 + e™).

2. Is the function sin e an eigenfunction of the operator d?/dx??
3. Normalize the function e”* in the interval zero to infinity.

4. Write the complete Hamiltonian operator for the lithium atom. Explain why the wave equation for Li cannot
be solved exactly.

5. Write a set of four quantum numbers for the “last” electron in each of the following: (a) Ti; (b) S; (c) Sr;
(d) Co; (e) AL

6. Write a set of four quantum numbers for the “last” electron in each of the following: (a) Sc; (b) Ne; (c) Se;
(d) Ga; (e) Si.

7. Draw vector coupling diagrams to show all possible ways in which vectors L = 3 and S = 5/2 can couple.
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8. Write a set of four quantum numbers for the “last” electron in each of the following: (a) Cl; (b) Ge; (c) As;
(d) Sn; (e) Ar.

9. Write complete electron configurations for the following: (a) Si; (b) S>7; (c) K*; (d) Cr?*; (e) Fe?*; (f) Zn.
10. Determine the spectroscopic ground states for the following: (a) P; (b) Sc; (c) Si; (d) Ni2*.

11. The difference in energy between the 3P, and 3P; states of the carbon atom is 16.4cm™!. How much energy is
this in k] mol 1?2

12. Determine the spectroscopic ground state for each of the following: (a) Be; (b) Ga; (c) F~; (d) AL (e) Sc.
13. Determine the spectroscopic ground state for each of the following: (a) Ti*"; (b) Fe; (c) Co?™; (d) Cl; (e) Cr?*.

14. The spectroscopic ground state for a certain first row transition metal is °Ss/,. (a) Which metal is it? (b) What
would be the ground state spectroscopic state of the +2 ion of the metal described in (a)? (c) What would be
the spectroscopic ground state for the +3 ion of the metal described in (a)?

15. What are all the types of atomic orbitals possible for n = 5? How many electrons can be held in orbitals which
have n = 52 What would be the atomic number of the atom that would have all of the shells with n = 5 filled?

16. Calculate the expectation value for 1/r for the electron in the 1s state of a hydrogen atom.

17. Calculate the expectation value for 2 for the electron in the 1s state of a hydrogen atom.
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Chapter

Covalent Bonding in
Diatomic Molecules

Although the first two chapters were devoted to presenting the basic principles of quantum mechan-
ics and their application to atomic structure, we must also be concerned with providing information
about the structure of molecules. In fact, the structures of molecules constitute the basis for their chem-
ical behavior. The observation that SF, reacts very rapidly and vigorously with water whereas SF4; does
not exhibit this behavior is related to the difference in the structures of the molecules. A good under-
standing of molecular structure is necessary to interpret differences in chemical behavior of inorganic
species. Although the chemical formulas for CO, and NO, may not look much different, the chemistry
of these compounds is greatly different. In this chapter, a description of the covalent bond will be pre-
sented as it relates to diatomic molecules and their properties. In the next two chapters, bonding in
more complex molecules will be described, and the topic of molecular symmetry will be addressed.

3.1 THEBASICIDEAS OF MOLECULAR ORBITAL METHODS

The formalism that applies to the molecular orbital method will be illustrated by considering a hydro-
gen molecule, but a more detailed description of both H,™ and H, will be given in the next section.
To begin our description of diatomic molecules, let us imagine that two hydrogen atoms that are
separated by a relatively large distance are being brought closer together. As the atoms approach each
other, there is an attraction between them that gets greater the shorter the distance between them
becomes. Eventually, the atoms reach a distance of separation that represents the most favorable (min-
imum energy) distance, the bond length in the H, molecule (74 pm).

As the distance between the atoms decreases, the nuclei begin to repel each other, as do the two elec-
trons. However, there are forces of attraction between the nucleus in atom 1 and the electron in atom
2 and between the nucleus in atom 2 and the electron in atom 1. We can illustrate the interactions
involved as shown in Figure 3.1.

We know that for each atom the ionization potential is 13.6 €V, the bond energy for the H, molecule is
4.51eV (432k] mol™!), and the bond length is 74 pm. Keep in mind that bond energies are expressed
as the energy necessary to break the bond and are therefore positive quantities. If the bond forms, energy
equivalent to the bond energy is released so it is a negative quantity.

65
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W FIGURE 3.1 Interactions within a hydrogen molecule. The quantities represented as R are the repulsions and those as E are the attraction
energies. The subscripts indicate the nuclei and electrons involved.
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W FIGURE3.2  Theinteraction of two hydrogen atoms that form a molecule.

The fact that the nuclei do not get closer together does not mean that the forces of attraction and
repulsion are equal. The minimum distance is that distance where the total energy (attraction and
repulsion) is most favorable. Because the molecule has some vibrational energy, the internuclear dis-
tance is not constant, but the equilibrium distance is R,. Figure 3.2 shows how the energy of interac-
tion between two hydrogen atoms varies with internuclear distance.

In order to describe the hydrogen molecule by quantum mechanical methods, it is necessary to make
use of the principles given in Chapter 2. It was shown that a wave function provided the starting point
for application of the methods that permitted the calculation of values for the dynamical variables. It
is with a wave function that we must again begin our treatment of the H, molecule by the molecular
orbital method. But what wave function do we need? The answer is that we need a wave function for the
H, molecule, and that wave function is constructed from the atomic wave functions. The technique used
to construct molecular wave functions is known as the linear combination of atomic orbitals (abbrevi-
ated as LCAO-MO). The linear combination of atomic orbitals can be written mathematically as

¢ =X a;¢ (3.1)

In this equation, 1) is the molecular wave function, ¢ is an atomic wave function, and a is a weighting
coefficient that gives the relative weight in the “mix” of the atomic wave functions. The summation is
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over i, the number of atomic wave functions (number of atoms) being combined. If a diatomic mol-
ecule is being described, there are only two atoms involved, so the equation becomes

= ay + ayo, (3:2)

Although the combination has been written as a sum, the difference is also an acceptable linear com-
bination. The weighting coefficients are variables that must be determined.

In Chapter 2, it was shown that in order to calculate the average value for a dynamical variable a whose
operator is ¢, it is necessary to make use of the relationship

(= e

3.3
[vrpdr )
If the property we wish to determine is the energy, this equation becomes
) f v* Hydr
E=<4 (3.4)
[ v var

where His the Hamiltonian operator, the operator for total energy. The expression shown in Eq. (3.2)
is substituted for ¢ in the equation above, to give

P f (@* + a2¢2*)I:I (101 +ayp,)dr
[ (@ a6, )@y +a6,)dr

(3.5)

When the multiplications are carried out and the constants are removed from the integrals, we obtain

B= a,? f¢1*ﬁ [N d7'+2‘11“2f¢1*ﬁ ¢, dt +ay? f‘lsz*ﬁ @, dr (3.6)
“12f¢1*¢1 dr +2aa, f¢1*¢2 d7'+022f¢2*¢2 dr ‘

In writing this equation, it was assumed that
[orfioydr= [ o1 ¢ dr (3.7)
and that
[ oo, dr= [ 60, dr (3.8)

These assumptions are valid for a diatomic molecule composed of identical atoms (homonuclear
diatomic) because ¢; and ¢, are identical and real in this case. In working with the quantities in
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equations like Eq. (3.6), certain elements are frequently encountered. For simplicity, the definitions
that will be adopted are as follows.

Hyy = [0 ¢ dr (3.9)
Hy, = [ o H o, dr (3.10)

Because H is the operator for total energy, Hy; represents the binding energy of an electron in atom 1 to its
nucleus. If the subscripts on the wave functions are both 2, the binding energy of electron 2 to its nucleus is
indicated. Such integrals represent the energy of an electrostatic interaction so they are known as Coulomb
integrals. Integrals of the type shown in Eq. (3.10) indicate the energy of the interaction of the electron
in atom 1 with the nucleus in atom 2. Therefore, they are known as exchange integrals. As a result of the
Hamiltonian being an operator for energy, both types of integrals represent energies. Furthermore, because
these integrals represent favorable interactions, they are both negative (representing attractions) in sign.

Because the integral shown in Eq. (3.9) represents the energy with which electron 1 is bound to nucleus
1, it is simply the binding energy of the electron in atom 1. The binding energy of an electron is the
reverse (with respect to sign) of the ionization potential. Therefore, it is customary to represent these
Coulomb integrals in terms of the ionization potentials by reversing the sign. Although it will not
be shown here, the validity of this approximation lies in a principle known as Koopmans’ theorem. The
valence state ionization potential (VSIP) is generally used to give the value of the Coulomb integral. This
assumes that the orbitals are identical in the ion and the neutral atom. However, this relationship is not
strictly correct. Suppose an electron is being removed from a carbon atom, which has a configuration of
2p?. Because there are two electrons in a set of three orbitals, there are 15 microstates that represent the
possible permutations in placing the electrons in the orbitals. There is an exchange energy that is associ-
ated with this configuration because of the interchangeability of the electrons in the orbitals, and we say
that the electrons are correlated. When one electron is removed, the single electron remaining in the 2p
orbitals has a different exchange energy, so the measured ionization potential also has associated with it
other energy terms related to the difference in exchange energy. Such energies are small compared to the
ionization potential, so the VSIP energies are normally used to represent the Coulomb integrals.

The exchange integrals (also knows as resonance integrals) represent the interaction of nucleus 1 with
electron 2 and the interaction of nucleus 2 with electron 1. Interactions of this type must be related to
the distance separating the nuclei, so the value of an exchange integral can be expressed in terms of the
distance separating the atomic nuclei.

In addition to the integrals that represent energies, there are integrals of a type in which no operator
occurs. These are represented as

Si = f¢1*¢1 dr (3.11)

Sy = f¢1*¢z dr (3.12)
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Integrals of this type are known as overlap integrals, and in a general way, they represent effectiveness
with which the orbitals overlap in a region of space. If the subscripts are identical, orbitals on the same
atom are indicated, and if the atomic wave functions are normalized, the value of such an integral is 1.
As a result, we can write

Si = f¢1*¢1 dr =5, = f¢z*¢2 dr =1 (3.13)

On the other hand, the integrals of the type

Su=[orerdr=5,= [ o, 61 (3.14)

are related to the degree of overlap of an orbital on atom 1 with an orbital on atom 2. If the two atoms
are separated by a large distance, the overlap integral approaches 0. However, if the atoms are closer
together, there is some overlap of the orbitals and S > 0. If the atoms were forced together in such
a way that the two nuclei coincided (internuclear distance is 0), we would expect S = 1 because the
orbitals would be congruent. Clearly, the value of an overlap integral like those shown in Eq. (3.14)
must be somewhere between 0 and 1, and it must be a function of the internuclear distance. With the
exchange integrals and overlap integrals both being functions of the internuclear distance, it should be
possible to express one in terms of the other. We will return to this point later.

The appearance of Eq. (3.6) can be simplified greatly by using the notation described earlier. When the

substitutions are made, the result is

a,’Hy, + 2a,a,H,, + a,°Hy,
a? + 2a,a,S,, + a,?

E =

(3.15)

in which we have assumed that S;; and S,, are both equal to 1 because of the atomic wave functions
being normalized. We now seek to find values of the weighting coefficients that make the energy a
minimum. To find a minimum in the energy expression, we take the partial derivatives with respect to
a, and a, and set them equal to 0:

=0 (3.16)

When the differentiations are carried out with respect to a; and a, in turn while keeping the other con-
stant, we obtain two equations that after simplification can be written as

a;(Hyy — E) +ay(Hy, = SpE) = 0 (3.17)

a;(Hy; = SyE) +ay(Hyy —E) =0 (3.18)
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W FIGURE3.3  Combination of two s orbitals to produce bonding and antibonding orbitals.

These equations are known as the secular equations, and in them the weighting coefficients a; and a, are
the unknowns. These equations constitute a pair of linear equations that can be written in the form

ax+by=0 and cx+dy=0 (3.19)

It can be shown that a nontrivial solution for a pair of linear equations requires that the determinant
of the coefficients must be equal to 0. This means that

Hyy —E  Hy, = SpF| o 0
Hy = $,E Hy —E (3.20)

The molecule being described is a homonuclear diatomic, so H;, = Hy and S;, = S,;. If we represent
Si, and S,; by S and let Hy; = H,,, the expansion of the determinant yields

(H,, — E)2 — (Hy, — SE)?> = 0 (3.21)
By equating the two terms on the left-hand side of Eq. (3.21), taking the square root gives
H,, — E = * (H,, — SE) (3.22)
from which we find two values for E (denoted as Ey, and E,):

H,, + H H,, — H
E. = 11 12 and E = 11 12
b 1+8$ ? 1-5 (3.23)
The energy state labeled E, is known as the bonding or symmetric state, whereas that designated as E, is
called the antibonding or asymmetric state. Because both H,; and H,, are negative (binding) energies, Ey,
represents the state of lower energy. Figure 3.3 shows the qualitative energy diagram for the bonding
and antibonding molecular orbitals relative to the 1s atomic orbital.

Figure 3.4 shows a more correctly scaled energy level diagram that results for the hydrogen molecule.
Note that the energy for the 1s atomic orbital of a hydrogen atom is at —1312kJ mol ! because the
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M FIGURE3.4  The energy level diagram for the H, molecule.

ionization potential is 1312k] mol ™! (13.6eV). Note also that the bonding molecular orbital has an
energy of —1528kJ mol !, which is lower than that of the 1s state.

If a hydrogen molecule is separated into the two constituent atoms, the result is equivalent to taking the
two electrons in the bonding molecular orbital and placing them back in the atomic orbitals. Because
there are two electrons, that energy would be 2(1528 — 1312) = 432kJ] mol ™!, the bond energy of the
H, molecule. From the molecular orbital diagram, it can be seen that although the energy of the anti-
bonding state is higher than that of the hydrogen atom, it is still very negative. An energy of 0 does not
result because even when the atoms are completely separated, the energy of the system is the sum of
the binding energies in the atoms, which is 2(—1312) kJ] mol~!. The bonding and antibonding states
are “split” above and below the energy state of the electron in an atom, not above and below an energy
of 0. However, the antibonding state is raised a greater amount than the bonding state is lowered rela-
tive to the atomic orbital energy. This can be seen from the relationships shown in Egs. (3.23) because
in the first case the denominator is (1 + S) while in the other itis (1 — S).

If we substitute the values for the energy as shown in Eq. (3.23) into the secular equations, we find
that

a, = a,(for the symmetric state) and a, = —a, (for the antisymmetric state)

When these relationships between the weighting coefficients are used, it is found that

Yy =y +ayp, = ﬁ(¢l + ¢2) (3.24)
Yy = mPy — ayp, = ﬁ(dﬁ —9) (3.25)

If we let A represent the normalization constant, the condition for normalization is that

1= [ 426 + ) dr = Az[fqﬁlz ar+ [ o2 dr+2 [ 40, dT} (3.26)



72 CHAPTER 3 (ovalent Bonding in Diatomic Molecules

The first and second integrals on the right-hand side of this equation evaluate to 1 because the
atomic wave functions are assumed to be normalized. Therefore, the right-hand side of the equation
reduces to

1= A2[1+1+2S] (3.27)
and we find that the normalization constant is given by

A=t (3.28)

N2+ 28

and the wave functions can be represented as shown in Egs. (3.24) and (3.25).

Although we have dealt with a diatomic molecule consisting of two hydrogen atoms, the procedure
is exactly the same if the molecule is Li,, except that the atomic wave functions are 2s wave func-
tions and the energies involved are those appropriate to lithium atoms. The VSIP for lithium is only
513 kJ mol ! rather than 1312kJ mol ! as it is for hydrogen.

When performing molecular orbital calculations, overlap and exchange integrals must be evaluated.
With modern computing techniques, overlap integrals are most often evaluated as part of the calcula-
tion. The wave functions are of the Slater type (see Section 2.4), and the overlap integrals can be evalu-
ated for varying bond lengths and angles. Many years ago, it was common for the values of overlap
integrals to be looked up in a massive set of tables that presented the values of the overlap integrals
for the various combinations of atomic orbitals and internuclear distances. These tables, known as the
Mulliken tables, were prepared by R. A. Mulliken and coworkers, and they were essential for giving part
of the data needed to perform molecular orbital calculations.

The exchange integrals, H;;, are evaluated by representing them as functions of the Coulomb integrals,
Hj;, and the overlap integrals. One such approximation is known as the Wolfsberg-Helmholtz approxi-
mation, which is written as

(3.29)

+
le — _Ks[Hll H22]

1+S

where H;; and H,, are the Coulomb integrals for the two atoms, S is the overlap integral, and K is a
constant having a numerical value of approximately 1.75. Because the overlap integral is a function of
the bond length, so is the exchange integral.

The quantity (H;, + H,,) may not be the best way to combine Coulomb integrals for cases where the
atoms have greatly different ionization potentials. In such cases, it is preferable to use the Ballhausen-
Gray approximation,

H,, = —KS(H,,H,,)? (3:30)
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Another useful approximation for the H;, integral is that known as the Cusachs approximation and is
written as

I P
Hl2 - ES(K lSl)(Hll + H22) (331)

Although the energy of a chemical bond as a function of internuclear distance can be represented by
the potential energy curve shown in Figure 3.2, neither the Wolfsberg-Helmholtz nor the Ballhausen-
Gray approximation is a function that possesses a minimum. However, the approximation of Cusachs
is a mathematical expression that does pass through a minimum.

It has already been shown that the energy of the bonding molecular orbital can be written as
Ey, = (Hy + Hy)/(1 + S). Suppose there are two electrons in a bonding orbital having this energy and
the bond is being broken. If the bond breaking is homolytic (one electron ends up on each atom),
the electrons will reside in atomic orbitals having an energy of H;, (which is the same as H,, if a
homonuclear molecule is being disrupted). Before the bond is broken, the two electrons have a total
energy that is given by the expression 2[(H;; + Hy,)/(1 + S)], and after the bond is broken the bind-
ing energy for the two electrons is 2H;;. Therefore, the bond energy (BE) can be expressed as

(3.32)

+
BE = 2H,, — 2[—H“ H”]

1+S

In order to use this equation to calculate a bond energy, it is necessary to have the values for H;, (the
values for the Hj; integrals are usually available by approximating from the ionization potentials) and
S. To a rough approximation (known as neglecting the overlap), the value of S can be assumed to be 0
because the value is small (in the range 0.1 to 0.4) in many cases.

3.2 THEH,* AND H, MOLECULES

The simplest diatomic molecule consists of two nuclei and a single electron. That species, H,", has
properties some of which are well known. For example, in H," the internuclear distance is 104 pm
and the bond energy is 268 kJ/mol. Proceeding as illustrated in the previous section, the wave function
for the bonding molecular orbital can be written as

Yy = ay +ayp, = ﬁ(‘lﬁl + ¢2) (3.33)

This wave function describes a bonding orbital of the o type that arises from the combination of two
1s wave functions for atoms 1 and 2. To make that point clear, the wave function could be written as

1
Up(0) = Mgy T ardy) = m(‘m(ls) + ¢2(1s)) (3.34)
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The foregoing expression is actually a one-electron wave function, which is adequate in this case but
not for the H, molecule. The energy associated with this molecular orbital can be calculated as shown
in Eq. (3.4), from which we obtain

()] = [ [a(0)] F [ty(0)] dr (3.35)

When the approximation is made that the overlap can be neglected, S = 0 and the normalization con-
stant is 1/2"2. Therefore, after substituting the results shown in Eq. (3.34) for 1,(c) the expression for
the energy of the molecular orbital can be written as

E[,(0)] = L (A1as) T Da015)) H(€Z51(1s) + dyy)) dT (3.36)
2

Separating the integral gives
1 - 1 - 1 - 1 -
E[yy(0)] = Efd)l(ls) H¢1(1s) dr + Ef¢2(1s) H ¢2(1s) dr + Efd)l(ls) H¢2(1s) dr + Efd’z(u) H¢1(1s) dr (3.37)

As we saw earlier, the first two terms on the right-hand side of this equation represent the electron
binding energies in atoms 1 and 2, respectively, which are H;; and H,,, the Coulomb integrals. The
last two terms represent the exchange integrals, H,, and H,,. In this case, H;; = H,, and H, = Hy;
because the nuclei are identical. Therefore, the energy of the orbital is

E[¢y(0)] = Vo Hyy + Vo Hyy + Vo Hyy + Vo Hyy = Hyy + Hyy (3:38)

Although the development will not be shown here, the energy of the antibonding orbital can be
written as

E[,(0)] = %Hu + yan - %Hu - %le = H,, — Hy, (3:39)

We have already noted that in the case where S = 0, the molecular orbitals reside above and below
the atomic states by an amount H,. Using this approach, the calculated values for the bond energy
and internuclear distance in H," do not agree well with the experimental values. Improved values
are obtained when an adjustment in the total positive charge of the molecule is made as was done in
the case of the helium atom. For H,¥, it turns out that the electron is acted on as if the total nuclear
charge were about 1.24 rather than 2. This is essentially the same approach as that taken in the case
of the helium atom (see Section 2.3). Also, the molecular orbital wave function was constructed by
taking a linear combination of 1s atomic wave functions. A better approach is to take an atomic wave
function that contains not only s character but also a contribution from the 2p, orbital that lies along
the internuclear axis. When these changes are made, the agreement between the calculated and experi-
mental properties of H," is much better.

The wave functions just described are one-electron wave functions, but the H, molecule has two
electrons to be dealt with. In the methods of molecular orbital theory, a wave function for the
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two electrons in the hydrogen molecule is formed by taking the product of the two one-electron wave
functions. Therefore, the wave function for the bonding molecular orbital in H, is written in terms of
the atomic wave functions, ¢, as

YpWp2 = [Ban + B511[Pan + P52l (3.40)

In this case, the subscript b indicates the bonding (o) orbital, A and B subscripts denote the two nuclei,
and subscripts 1 and 2 denote electrons 1 and 2, respectively. Expanding the expression on the right-
hand side of Eq. (3.40) gives

Up Wb = a1 Pao T Pan P1 T Pan Paoa T Pp1 P2 (3.41)

In this expression, the term ¢ 4 ; ¢ g, essentially represents the interaction of two 1s orbitals for hydro-
gen atoms A and B. The term ¢ , , ¢ g ; represents the same type of interaction with the electrons inter-
changed. However, the term ¢ 1 ¢ 5, represents both electrons 1 and 2 interacting with nucleus A.
That means the structure described by the wave function is ionic, Hy~ Hg*. In an analogous way, the
term ¢ 1 ¢ p, represents both electrons interacting with nucleus B, which corresponds to the structure
H," Hp~. Therefore, what we have devised for a molecular wave function actually describes the hydro-
gen molecule as a “hybrid” (a valence bond term that is applied incorrectly) of

H, : Hy <> H,™ Hgt <= H, " : Hy”

As in the case of the H,™ molecule, the calculated properties (bond energy and bond length) of the
H, molecule do not agree well with the experimental values when this wave function is utilized. An
improvement is made by allowing the nuclear charge to be a variable with the optimum value being
about 1.20. Additional improvement between calculated and experimental values is achieved when the
atomic wave functions are not considered to be pure 1s orbitals but rather allow some mixing of the
2p orbitals. Also, the wave function shown in Eq. (3.41) makes no distinction in the weighting given
to the covalent and ionic structures. Our experience tells us that for identical atoms that have the same
electronegativity, an ionic structure would not be nearly as significant as a covalent one. Therefore,
weighting parameters should be introduced that adjust the contributions of the two types of structures
to reflect the chemical nature of the molecule.

The preceding discussion is presented in order to show how the basic ideas of the molecular orbital
approach are employed. It is also intended to show how to approach getting improved results after the
basic ideas are used to generate molecular wave functions. For the purposes here, it is sufficient to indi-
cate the nature of the changes rather than presenting quantitative results of the calculations.

A simple interpretation of the nature of a covalent bond can be seen by considering some simple
adaptations of the wave function. For example, it is ¢ that is related to probability of finding the elec-
trons. When we write the wave function for a bonding molecular orbital as 1, that means that because

7/’1; = ¢A + ¢B/
Yy® = (da + P)> = Oa° + P57 + 2 ady (3.42)



76 CHAPTER 3 (ovalent Bonding in Diatomic Molecules

o overlap
’ n overlap
P ‘ "

W FIGURE 3.5  Possible ways for overlap of p orbitals to occur.

Because the last term (when integration is performed over all space) becomes

f Padp dT

which is actually an overlap integral. The expression in Eq. (3.42) indicates that there is an increased
probability of finding the electrons between the two nuclei as a result of orbital overlap. This is, of
course, for the bonding molecular orbital. For the antibonding orbital the combination of atomic wave
functions is written as

Y2 = (04 — D) = 04 + 0% — 2 Paty (3.43)

This expression indicates that there is a decreased probability (indicated by the term —2¢,¢g) of find-
ing the electrons in the region between the two nuclei. In fact, there is a nodal plane between the
positive and negative (with respect to algebraic sign) of the two regions of the molecular orbital. As
a simple definition, we can describe a covalent bond as the increased probability of finding electrons
between two nuclei or an increase in electron density between the two nuclei when compared to the
probability or density that would exist simply because of the presence of two atoms.

3.3 DIATOMIC MOLECULES OF SECOND-ROW ELEMENTS

The basic principles dealing with the molecular orbital description of the bonding in diatomic molecules
have been presented in the previous section. However, somewhat different considerations are involved
when second-row elements are involved in the bonding because of the differences between s and p orbit-
als. When the orbitals being combined are p orbitals, the lobes can combine in such a way that the overlap
is symmetric around the internuclear axis. Overlap in this way gives rise to a o bond. This type of overlap
involves p orbitals for which the overlap is essentially “end on” as shown in Figure 3.5. For reasons that
will become clear later, it will be assumed that the p, orbital is the one used in this type of combination.

The essential idea is that orbital lobes of the same sign can lead to favorable overlap (the overlap
integral has a value >0). This can occur between orbitals of different types in several ways. Figure 3.6
shows a few of the types of orbital overlap that lead to bonding. As we shall see in later chapters, some
of these types are quite important.
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B FIGURE3.6  Some types of orbital overlap that lead to energetically favorable interactions.

Representing the p, orbitals on atoms 1 and 2 by z; and z,, the combinations of atomic wave functions
can be shown as

_ 1
Wo.) = e [ofa) + ofe)] (3.44)
W(o,)* = ﬁwzo — 8(z,)] (3.45)

After the o bond has formed, further interaction of the p orbitals on the two atoms is restricted to the
p. and p, orbitals, which are perpendicular to the p, orbital. When these orbitals interact, the region of
orbital overlap is not symmetrical around the internuclear axis but rather on either side of the internu-
clear axis, and a 7 bond results. Orbital overlap of this type is also shown in Figures 3.5 and 3.6. The
combinations of wave functions for the bonding 7 orbitals can be written as

1

Pme) = Nors [¢(x1) + 6(x,)] (3.46)
1

P(my) = NS [6(n) + (1,)] (3:47)

The two bonding 7 orbitals represented by these wave functions are degenerate. The wave functions for
the antibonding states are identical in form except that negative signs are used in the combination of
atomic wave functions and in the normalization constants.
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B FIGURE3.7  Energy level diagrams for diatomic molecules of second-row elements. Early members of the series follow the diagram shown in
(b), whereas later members follow (a).

The combination of three p orbitals on one atom with three p orbitals on another leads to the forma-
tion of one o and two m bonding molecular orbitals. The order in which the orbitals are populated is

a(2s) o* (25) o(2p,) m(2p,) ™(2p,) --- -

It might be assumed that the o(2p,) orbital would always have a lower energy than the two 7 orbitals,
but that is not necessarily the case. Orbitals of similar energy interact best when combining as a result
of hybridization. Mixing of the 2s and 2p, orbitals is allowed in terms of symmetry (see Chapter 5),
but the 25 and 2p, or 2p, results in zero overlap because they are orthogonal. For the elements early
in the second period where the nuclear charge is low, the 2s and 2p orbitals are similar in energy,
so it is possible for them to hybridize extensively. For the later members of the group (N, O, and F),
the higher nuclear charge causes the difference in energy between the 2s and 2p orbitals to be great
enough that they cannot hybridize effectively. One result of hybridizing orbitals is that their energies
are changed, and in this case that results in the order of filling the o and 7 orbitals to be reversed so
that for B, and C,, there is experimental evidence to show that the 7 orbitals lie lower in energy than
the o orbital. For the atoms later in the second period, the extent of hybridization of the 2s and 2p
orbitals is slight, which results in the ¢ orbital lying lower in energy than the two m orbitals. The order
of filling the molecular orbitals is

o(25) 0 (25) 7(2p,) 7(2p,) 0(29) ..

Figure 3.7 shows both of the molecular orbital energy diagrams that result for diatomic molecules of
second-row elements.

The fact that the B, molecule is paramagnetic shows that the highest occupied molecular orbitals (usu-
ally abbreviated as HOMO) are the degenerate 7 orbitals, each of which is occupied by one electron.
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Further evidence that this is the correct energy level scheme to be used for C, comes from the fact that
the molecule is diamagnetic. The molecular orbital configurations for these molecules can be written as

B, (0)* (*) (™)' (7)'
C, (0) (o) (7)? (7)?

Sometimes, these configurations are shown with the atomic orbitals indicated from which the molecu-
lar orbitals arise. For example, B, could be described as

B, [0(29)F [(o* (29) ] [7(2p.)]' [(2p,)]'

Although the subject of symmetry has not yet been discussed in this book, it is true that o orbitals that
are bonding in character have “g” symmetry because the wave functions are symmetric with respect to
the center of the bond. Essentially, this means that if ¥(x, y, z) is equal to ¥(—x, —y, —z), the function
is said to be an even function or to have even parity. This is signified by “g,” which comes from the
German word gerade, meaning “even.” If ¢(x, y, z) is equal to —(—x, —y, —z) the function has odd
parity and it is indicated by “u” which comes from the word ungerade, meaning “uneven.” An atomic
s orbital is g whereas a p orbital is u in symmetry. Although a bonding o orbital is g, 7 bonding orbit-
als have u symmetry because they are antisymmetric with respect to the internuclear axis. Antibonding
molecular orbitals of each type have the symmetry labels reversed. Sometimes the symmetry character
of the molecular orbital is indicated by means of a subscript. When this is done, the representation for
B, is

B2 (Ug)2 (O—u)2 (T(u )1 (T(u )1

Molecular orbitals are sometimes given numerical prefixes to show the order in which the orbitals hav-
ing those type and symmetry designations are encountered. When this is done, the order of filling the
molecular orbitals for the second-row elements is shown as

log 1o 204 1w, 1w, 1w, I, 20,

In this case, “1” indicates the first instance where an orbital of that type is encountered. A “2” indicates
the second time an orbital having the designation following the number is encountered. The various
ways to identify molecular orbitals are shown here because different schemes are sometimes followed
by different authors.

In writing these configurations for diatomic molecules of second-row elements, we have omitted the
electrons from the 1s orbitals because they are not part of the valence shells of the atoms. When con-
sidering the oxygen molecule, for which the ¢ orbital arising from the combinations of the 2p, orbitals
lies lower in energy than the 7 orbitals, we find that the electron configuration is

0, (0)? (¢7)? (0)* (m)* (7)* (=)' (=*)'
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B FIGURE3.8  Molecular orbital diagrams for second-row homonuclear diatomic molecules.

Note that there are two unpaired electrons in the degenerate 7* orbitals, and as a result, the oxygen
molecule is paramagnetic. Figure 3.8 shows the orbital energy diagrams for the diatomic molecules
of the second-row elements. Keep in mind that in these molecular orbital diagrams the atomic orbit-
als are not all at the same energy, so neither do the molecular orbitals of the same type have the same
energy for different molecules.

A concept that is important when considering bonds between atoms is the bond order, B. The bond
order is a measure of the net number of electron pairs used in bonding. It is related to the number of
electrons in bonding orbitals (N},) and the number in antibonding orbitals (N,) by the equation

1
B =Ny = N,) (3.48)

The bond order for each diatomic molecule is given in Figure 3.8, as is the bond energy. Note that there
is a general increase in bond energy as the bond order increases. This fact makes it possible to see why
certain species behave as they do. For example, the bond order for the O, molecule is (8 — 4)/2 = 2,
and we say that a bond order of 2 is equivalent to a double bond. If an electron is removed from
an oxygen molecule, the species O," results, and the electron removed comes from the highest occu-
pied orbital, which is a 7* (antibonding) orbital. The bond order for O," is (8 — 3)/2 = 2.5, which is
higher than that of the O, molecule. Because of this, it is not at all unreasonable to expect there to be
some reactions in which an oxygen molecule reacts by losing an electron to form O, ", the dioxygenyl
cation. Of course, such a reaction would require the reaction of oxygen with a very strong oxidizing
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M FIGURE3.9  Molecular orbital diagrams for some heteronuclear molecules and ions of second-row elements.

agent. One such oxidizing agent is PtF; which contains platinum in the +6 oxidation state. The reac-
tion with oxygen can be written as

PtF, + 0, — O, + PtF,~ (3.49)

Although this reaction shows the formation of O, it is also possible to add one electron to the O,
molecule to produce O,~, the superoxide ion, or two electrons to form 0,2, the peroxide ion. In each
case, the electrons are added to the antibonding 7* orbitals, which reduces the bond order from the
value of 2 in the O, molecule. For O, the bond order is 1.5, and it is only 1 for O,%~, the peroxide
ion. The O-O bond energy in the peroxide ion has a strength of only 142kJ mol~! and, as expected,
most peroxides are very reactive compounds. The superoxide ion is produced by the reaction

K+ 0, — KO, (3.50)

In addition to the homonuclear molecules, the elements of the second period form numerous impor-
tant and interesting heteronuclear species, both neutral molecules and diatomic ions. The molecular
orbital diagrams for several of these species are shown in Figure 3.9. Keep in mind that the energies of
the molecular orbitals having the same designations are not equal for these species. The diagrams are
only qualitatively correct.

It is interesting to note that both CO and CN™ are isoelectronic with the N, molecule. That is, they
have the same number and arrangement of electrons as the N, molecule. However, as we will see later,
these species are quite different from N, in their chemical behavior. The properties of many homo-
nuclear and heteronuclear molecules and ions are presented in Table 3.1.
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Table 3.1 Characteristics of Some Diatomic Species.

Species N, N, B® R, pm DE’, eV
H,* 1 0 0.5 106 2.65
H, 2 0 1 74 4.75
He,t 2 1 0.5 108 3.1
Li, 2 0 1 262 1.03
B, 4 2 1 159 3.0
G 6 2 2 131 5.9
N, 8 2 3 109 9.76
0, 8 4 2 121 5.08
F, 8 6 1 142 1.6
Na, 2 0 1 308 0.75
Rb, 2 0 1 — 0.49
S, 8 4 2 189 437
Se, 8 4 2 217 337
Te, 8 4 2 256 2.70
N,* 7 2 2.5 112 8.67
0," 8 3 25 112 6.46
BN 6 2 2 128 40
BO 7 2 25 120 8.0
CN 7 2 25 118 8.15
co 8 2 3 113 11.1
NO 8 3 25 115 7.02
NO™* 8 2 3 106 —
SO 8 4 2 149 5.16
PN 8 2 3 149 5.98
Sio 8 2 3 151 8.02
LiH 2 0 1 160 25
NaH 2 0 1 189 2.0
PO 8 3 25 145 5.42
Bis the bond order, (N — Ny)/2.

bDE is the dissociation energy (1eV = 96.48kJ mol™ n.
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34 PHOTOELECTRON SPECTROSCOPY

Most of what we know about the structure of atoms and molecules has been obtained by studying
the interaction of electromagnetic radiation with matter. Line spectra reveal the existence of shells of
different energy where electrons are held in atoms. From the study of molecules by means of infrared
spectroscopy, we obtain information about vibrational and rotational states of molecules. The types
of bonds present, the geometry of the molecule, and even bond lengths may be determined in specific
cases. The spectroscopic technique known as photoelectron spectroscopy (PES) has been of enormous
importance in determining how electrons are bound in molecules. This technique provides direct
information on the energies of molecular orbitals in molecules.

In PES, high-energy photons are directed to the target from which electrons are ejected. The photon
source that is frequently employed is the He(I) source, which emits photons having an energy of
21.22¢V as the excited state 2s' 2p' relaxes to the 1s? ground state. The ionization potential for the
hydrogen atom is 13.6 €V, and the first ionization potential for many molecules is of comparable mag-
nitude. The principle on which PES works is that a photon striking an electron causes the electron to
be ejected. The kinetic energy of the ejected electron will be

1 2 _

3 mv? = hy — I (3.51)
where hv is the energy of the incident photon and I is the ionization potential for the electron. This
situation is somewhat analogous to the photoelectric effect (see Section 1.2). In PES, a molecule, M, is
ionized by a photon,

hw+M— MT +e” (3.52)

Electrons that are ejected are passed through an analyzer, and by means of a variable voltage, elec-
trons having different energies can be detected. The numbers of electrons having specific energies are
counted, and a spectrum showing the number of electrons emitted (intensity) versus energy is pro-
duced. In most cases, when an electron is removed during ionization, most molecules are in their
lowest vibrational state. Spectra for diatomic molecules show a series of closely spaced peaks that
correspond to ionization that leads to ions that are in excited vibrational states. If ionization takes
place with the molecule in its lowest vibrational state to produce the ion in its lowest vibrational state,
the transition is known as an adiabatic ionization. When a diatomic molecule is ionized, the most
intense absorption corresponds to ionization with the molecule and the resulting ion having the same
bond length (see Section 17.6). This is known as the vertical ionization, and it leads to the ion being
produced in excited vibrational states. In general, the molecule and the ion have nearly identical bond
lengths when the electron is ejected from a nonbonding orbital.

Applications of the PES technique to molecules have yielded an enormous amount of information
regarding molecular orbital energy levels. For example, PES has shown that the bonding 7 orbitals in
oxygen are higher in energy than the ¢ orbital arising from the combination of the 2p wave functions.
For nitrogen, the reverse order of orbitals is found. When electrons are ejected from the bonding o5,
orbital of O,, two absorption bands are observed. There are two electrons populating that orbital, one
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with a spin of +% and the other with a spin of —4. If the electron removed has a spin of —, the
electron having a spin of +%2 remains, and it can interact with the two electrons in the 7* orbitals that
have spins of +Y. This can be shown as follows, where (¢)!(*?) means that there is one electron hav-
ing a spin of +% in the ¢ orbital, and so forth.

0, (0)? (6%)? (0.)1(+%) (7)? (x)? (“*)1(1+%) (ﬂ*)1(+y2)
If the electron removed from the o orbital has a spin of +154, the resulting O,* ion is
0,"  (0)? (0*)? (6)%) (m)2 ()2 (w*)'HA) (o)1)

These two O, ions have slightly different energies, as is exhibited by their photoelectron spectra.
Studies such as these have contributed greatly to our understanding of molecular orbital energy dia-
grams. We will not describe the technique further, but more complete details of the method and its
use can be found in the references at the end of this chapter.

3.5 HETERONUCLEAR DIATOMIC MOLECULES

Atoms do not all have the same ability to attract electrons. When two different types of atoms form
a covalent bond by sharing a pair of electrons, the shared pair of electrons will spend more time in
the vicinity of the atom that has the greater ability to attract them. In other words, the electron pair
is shared, but it is not shared equally. The ability of an atom in a molecule to attract electrons to it is
expressed as the electronegativity of the atom. Earlier, for a homonuclear diatomic molecule we wrote
the combination of two atomic wave functions as

= ayy + ayo, (3.53)

where we did not have to take into account the difference in the ability of two atoms to attract elec-
trons. For two different types of atoms, we can write the wave function for the bonding molecular
orbital as

Y=g+ Ao, (3.54)

where the parameter \ is a weighting coefficient. Actually, a weighting coefficient for the wave func-
tion of one atom is assumed to be 1, and a different weighting factor, ), is assigned for the other atom
depending on its electronegativity.

When two atoms share electrons unequally, it means that the bond between them is polar. Another
way to describe this is to say that the bond has partial ionic character. For the molecule AB, this is
equivalent to drawing two structures, one of which is covalent and the other ionic. However, there are
actually three structures that can be drawn

A:B < A*B™ < AB*

3.55
I I 111 ( )
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If we write a wave function for the molecule to show a combination of these structures, it is
written as

"/)molecule = a"pl + b¢11 + C¢1n (3'56)

where a, b, and c are constants and ¢, ¢y, and 1y, are wave functions that correspond to the structures
I, 11, and 111, respectively. Generally, we have some information about the magnitudes of a, b, and c. For
example, if the molecule being considered is HE the resonance structure H~ F* will contribute very
little to the actual structure of the molecule. It is contrary to the chemical nature of the H and F atoms
to have a structure with a negative charge on H and a positive charge on E Accordingly, the weighting
coefficient for structure III1 must be approximately 0. For molecules that are predominantly covalent in
nature, even structure II will make a smaller contribution than will structure I.

The dipole moment, , for a diatomic molecule (the situation for polyatomic molecules that have sev-
eral bonds is more complex) can be expressed as

w=qgXr (3.57)

where ¢ is the quantity of charge separated and r is the distance of separation. If an electron were com-
pletely transferred from one atom to the other, the quantity of charge separated would be e, the charge
on an electron. For bonds in which an electron pair is shared unequally, g is less than e, and if the
sharing is equal there is no charge separation, ¢ = 0, and the molecule is nonpolar. For a polar mol-
ecule, there is only one bond length, r. Therefore, the ratio of the actual or observed dipole moment
(tobs) to that assuming complete transfer of the electron (fon;c) Will give the ratio of the amount of
charge separated to the charge of an electron:

Hionic er e (358)

The ratio g/e gives the fraction of an electron that appears to be transferred from one atom to another.
This ratio can also be considered as the partial ionic character of the bond between the atoms. It fol-
lows that the percent of ionic character is 100 times the fraction of ionic character. Therefore,

100 Hobs

Hionic

% lonic character = (3.59)

The actual structure of HF can be represented as a composite of the covalent structure H-E in which
there is equal sharing of the bonding electron pair, and the ionic structure H* F~, where there is com-
plete transfer of an electron from H to E. Therefore, the wave function for the HF molecule wave func-
tion can be written in terms of the wave functions for those structures as

wmolecule = wcovalem + )\wionic (3'60)
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The squares of the coefficients in a wave function are related to probability. Therefore, the total contri-
bution from the two structures is 1? + A? while the contribution from the ionic structure is given by
2. As aresult, A2/(12 + \?) gives the fraction of ionic character to the bond and

100 A2

% Ionic character = m (3.61)
because 12 = 1. Therefore,
Hobs  _ A2
— = 3.62
Hionic (1 + )‘2) ( )

For the HF molecule, the bond length is 0.92 A (0.92 X 10" %cm = 0.92 X 10"'“m) and the measured
dipole moment is 1.91 debye or 1.91 X 10~ '8 esu cm. If an electron were completely transferred from
H to E the dipole moment (f40,;c) would be

=4.80%X10"1%esux0.92X108cm = 4.41X10718 esucm = 4.41D

Hionic
Therefore, the ratio fiops/ tlionic 1S 0.43, which means that

\2

from which we find that A = 0.87. Therefore, the wave function for the HF molecule can be written as

wmolecule = wcovalenl + 0'87wionic (364)

From the foregoing analysis, it appears that we can consider the polar HF molecule as consisting of a
hybrid made from a purely covalent structure contributing 57% and an ionic structure contributing
43% to the actual structure:

H:F < H'F~

57% 43%

Of course, HF is actually a polar covalent molecule, but from the extent of the polarity, it behaves as if
it were composed of the two structures shown above. A similar analysis can be carried out for all of the
hydrogen halides, and the results are shown in Table 3.2.

A simple interpretation of the effect of two atoms in a diatomic molecule is seen from the molec-
ular orbital description of the bonding. Different atoms have different ionization potentials, which
results in the values for the Coulomb integrals used in a molecular orbital calculation being differ-
ent. In fact, according to Koopmans’ theorem, the ionization potential with the sign changed gives
the value for the Coulomb integral. In terms of a molecular orbital energy level diagram, the atomic
states of the two atoms are different and the bonding molecular orbital will be closer in energy to that
of the atom having the higher ionization potential. For example, in the HF molecule, there is a single
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Table 3.2 Parameters for Hydrogen Halide Molecules, HX.
% lonic

character

(100 f1ops/
Molecule r,pm Hobsr D Mionic D Mionic) XX~ XH
HF 92 1.91 441 43 1.9
HCI 128 1.03 6.07 17 0.9
HBr 143 0.78 6.82 11 0.8
HI 162 0.38 7.74 5 0.4
1 debye 10~ ¢ esu cm. The electronegativities of atoms Hand X are x 4 and X

o bond between the two atoms. The ionization potential for H is 1312kJ/mol (13.6eV), whereas that
for F is 1680kJ/mol (17.41eV). When the wave functions for the hydrogen 1s and fluorine 2p orbital
are combined, the resulting molecular orbital will have an energy that is closer to that of the fluorine
orbital than to that of the hydrogen orbital. In simple terms, that means that the bonding molecular
orbital is more like a fluorine orbital than a hydrogen orbital. This is loosely equivalent to saying that
the electron spends more time around the fluorine atom, as we did in describing bonding in HF in
valence bond terms.

The bonding in heteronuclear species can be considered as the mixing of atomic states to generate
molecular orbitals with the resulting molecular orbitals having a larger contribution from the more
electronegative atom. For example, the ionization potential for Li is 520kJ/mol (5.39 eV), whereas that
of hydrogen is 1312kJ/mol (13.6eV). Therefore, the bonding orbital in the LiH molecule will have a
great deal more of the character of the hydrogen 1o orbital. In fact, the compound LiH is substantially
ionic and we normally consider the hydrides of the group IA metals to be ionic. When we consider the
compound LiE the ionization potentials of the two atoms (energy of the atomic states for which the
wave functions are being combined) are so different that the resulting “molecular orbital” is essentially
the same as an atomic orbital on the fluorine atom. This means that in the compound, the electron is
essentially transferred to the F atom when the bond forms. Accordingly, we consider LiF to be an ionic
compound in which the species present are Li* and F~.

3.6 ELECTRONEGATIVITY

As has just been described, when a covalent bond forms between two atoms, there is no reason to
assume that the pair of electrons is shared equally between the atoms. What is needed is some sort of
way to provide a relative index of the ability of an atom to attract electrons. Linus Pauling developed
an approach to this problem by describing a property now known as the electronegativity of an atom.
This property gives a measure of the tendency of an atom in a molecule to attract electrons. Pauling
devised a way to give numerical values to describe this property that makes use of the fact that the
covalent bonds between atoms of different electronegativity are more stable than if they were purely
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covalent (with equal sharing of the electron pair). For a diatomic molecule AB, the actual bond energy,
D,p, is written as

1
Dy = E[DAA + Dgg] + App (3.65)
where Dy, and Dy are the bond energies in the purely covalent diatomic species A, and B,, respec-
tively. Because the actual bond between A and B is stronger than if the bond were purely covalent, the
term A,y corrects for the additional stability. The degree to which the sharing of the electron pair is
unequal depends on the property known as electronegativity. Pauling related the additional stability

of the bond to the tendency of the atoms to attract electrons by means of the equation
App = 96.48 x5 — gl (3.66)

In this equation, x, and xj are values that describe the electron-attracting ability (electronegativity)
of atoms A and B, respectively. The constant 96.48 appears so that the value of A,z will be given in
kJ mol L. If the constant is 23.06, the value of A, will be in kcal mol™!. Note that it is the difference
between the values for the two atoms that is related to the additional stability of the bond. With the
values of A,z known for many types of bonds, it is possible to assign values for x, and xg, but only
when there is a value known for at least one atom. Pauling solved this problem by assigning a value of
4.0 for the electronegativity of fluorine. In that way, the electronegativities of all other atoms are posi-
tive values between 0 and 4. Based on more recent bond energy values, the value of 3.98 is sometimes
used. It would not have made any difference if the fluorine atom had been assigned a value of 100
because other atoms would then have electronegativities between 96 and 100.

With the electronegativity of the fluorine atom being assigned a value of 4.0, it was now possible to deter-
mine a value for hydrogen because the H-H and F-F bond energies were known, as was the bond energy
for the H-F molecule. Using those bond energies, the electronegativity of H is found to be about 2.2. Keep
in mind that it is only the difference in electronegativity that is related to the additional stability of the
bond, not the actual values. Pauling electronegativity values for many atoms are shown in Table 3.3.

Whereas the approach just described is based on the average bond energy of A, and B, as described by
the arithmetic mean, ¥2(Dy, + Dgg), a different approach is based on the average bond energy being
given by (Das X Dgg)”. This is a geometric mean, which gives a value for the additional stability of the
molecule as

A" = D, — (Dyp X Dgg)” (3.67)

For molecules that are highly polar, this equation gives better agreement with the electronegativity dif-
ference between the atoms and the additional stability of the bond than does Eq. (3.65).

Pauling based electronegativity values on bond energies between atoms, but that is not the only way to
approach the problem of the ability of atoms in a molecule to attract electrons. For example, the ease
of removing an electron from an atom, the ionization potential, is related to its ability to attract elec-
trons to itself. The electron affinity also gives a measure of the ability of an atom to hold on to an elec-
tron that it has gained. These atomic properties should therefore be related to the ability of an atom in
a molecule to attract electrons. Therefore, it is natural to make use of these properties in an equation
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Table 3.3 Pauling Electronegativities of Atoms.

H

2.2

Li Be B C N 0] F
1.0 1.6 2.0 2.6 3.0 34 4.0
Na Mg Al Si P S @
1.0 1.3 1.6 1.9 2.2 2.6 3.2
K Ca Sc...Zn Ga Ge As Se Br
0.8 1.0 12..17 1.8 2.0 2.2 2.6 3.0
Rb Sr Y..Cd In Sn Sb Te I
0.8 0.9 1.1..15 1.8 2.0 2.1 2.1 2.7
Cs Ba La...Hg Tl Pb Bi Po At
0.8 0.9 1.1..15 14 1.6 1.7 1.8 2.0

to express the electronegativity of an atom. Such an approach was taken by Mulliken, who proposed
that the electronegativity, x, of an atom A could be expressed as

1
Xa =5 [Ix + Exl (3.68)

In this equation, I, is the ionization potential and E, is the electron affinity for the atom, and it is
the average of these two properties that Mulliken proposes to use as the electronegativity of the atom.
When the energies are expressed in electron volts, the Mulliken electronegativity for the fluorine atom
is 3.91 rather than the value of 4.0 assigned by Pauling. In general, the electronegativity values on the
two scales do not differ by very much.

If a property is as important as is electronegativity, it is not surprising that a large number of approaches
have been taken to provide measures of the property. Although we have already described two approaches,
we should also mention one additional method. Allred and Rochow made use of the equation

*

VA

+0.744 (3.69)

In this equation, Z* is the effective nuclear charge, which takes into account the fact that an outer elec-
tron is screened from experiencing the effect of the actual nuclear charge by the electrons that are closer
to the nucleus (see Section 2.4). In principle, the Allred-Rochow electronegativity scale is based on the
electrostatic interaction between valence shell electrons and the nucleus.

Probably the most important use of electronegativity values is in predicting bond polarities. For exam-
ple, in the H-F bond, the shared electron pair will reside closer to the fluorine atom because it has
an electronegativity of 4.0 while that of the hydrogen atom is 2.2. In other words, the electron pair
is shared, but not equally. If we consider the HCI molecule, the shared electron pair will reside closer
to the chlorine atom, which has an electronegativity of 3.2, but the electron pair will be shared more
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M FIGURE3.10  The variation in percent ionic character to a bond and the difference in the electronegativities of the atoms.

nearly equally than is the case for HF because the difference in electronegativity is smaller for HCl. We
will have many opportunities to use this principle when describing structures of inorganic compounds.

Having shown that the weighting coefficient (\) of the term giving the contribution of an ionic struc-
ture to the molecular wave function is related to the dipole moment of the molecule, it is logical to
expect that equations could be developed that relate the ionic character of a bond to the electronega-
tivities of the atoms. Two such equations that give the percent ionic character of the bond in terms of
the electronegativities of the atoms are

% lonic character = 16 [y, — xg| 3.5 [xa — X5 (3.70)

% Ionic character = 18 |y, — xg[** (3.71)

Although the equations look very different, the calculated values for the percent ionic character are
approximately equal for many types of bonds. If the difference in electronegativity is 1.0, Eq. (3.70)
predicts 19.5% ionic character while Eq. (3.71) gives a value of 18%. This difference is insignificant for
most purposes. After one of these equations is used to estimate the percent ionic character, Eq. (3.61)
can be used to determine the coefficient X in the molecular wave function. Figure 3.10 shows how per-
cent ionic character varies with the difference in electronegativity.

When the electrons in a covalent bond are shared equally, the length of the bond between the atoms
can be approximated as the sum of the covalent radii. However, when the bond is polar, the bond is
not only stronger than if it were purely covalent, it is also shorter. As shown earlier, the amount by
which a polar bond between two atoms is stronger than if it were purely covalent is related to the dif-
ference in electronegativity between the two atoms. It follows that the amount by which the bond is
shorter than the sum of the covalent radii should also be related to the difference in electronegativity.
An equation that expresses the bond length in terms of atomic radii and the difference in electronega-
tivity is the Schomaker-Stevenson equation. That equation can be written as

Tag = Ta T 75— 9.0 [xa — Xgl (3.72)
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where x, and xj are the electronegativities of atoms A and B, respectively, and r, and ry are their cova-
lent radii expressed in picometers. This equation provides a good approximation to bond lengths.
When the correction for the difference in electronegativity is applied to polar molecules, the calculated
bond lengths agree considerably better with experimental values.

In this chapter, the basic ideas related to the molecular orbital approach to covalent bonds have been
presented. Other applications of the molecular orbital method will be discussed in Chapters 5 and 17.

3.7 SPECTROSCOPIC STATES FOR MOLECULES

For diatomic molecules, there is coupling of spin and orbital angular momenta by a coupling scheme
that is similar to the Russell-Saunders procedure described for atoms. When the electrons are in a spe-
cific molecular orbital, they have the same orbital angular momentum as designated by the m, value.
As in the case of atoms, the m; value depends on the type of orbital. When the internuclear axis is the
z-axis, the orbitals that form o bonds (which are symmetric around the internuclear axis) are the s, p,,
and d orbitals. Those which form 7 bonds are the p,, p), d,,, and d,, orbitals. The d,>_» and d,, can
overlap in a “sideways” fashion with one stacked above the other, and the bond would be a 6 bond.
For these types of molecular orbitals, the corresponding m, values are

c: m =0
m = *1
6: m =2

As in the case of atoms, the molecular term symbol is written as 257!, where L is the absolute value of
M; (the highest positive value). The molecular states are designated as for atoms except for the use of
capital Greek letters:

M,; = 0 the spectroscopic state is &
M; =1 the spectroscopic state is IT

<
I

2 the spectroscopic state is A

After writing the molecular orbital configuration, the vector sums are obtained. For example, in H, the
two bonding electrons reside in a ¢ orbital, and they are paired so S = + ¥2 +(—%2) = 0. As shown
earlier, for a o orbital the m, is 0 so the two electrons combined have M; = 0. Therefore, the ground
state for the H, molecule is '3. As in the case of atoms, all filled shells have ¥ s; = 0, which results in a
137 state.

The N, molecule has the configuration (0)? (0*)? (0)* (7)? (7)?% so all of the populated orbitals are
filled. Therefore, the spectroscopic state is 'S. For O, the unfilled orbitals are (7,*)! (r,*)! and the
filled orbitals do not determine the spectroscopic state. For a 7 orbital, m; = *1. These vectors could
be combined with spin vectors of *14. If both spins have the same sign, |S| = 1 and the state will be a
triplet. If the spins are opposite, |S| = 0 and the state is a singlet. Because M; = ¥ m; and the m; values
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for the 7 orbitals are *1, the possible values for M; are 2, 0, and —2. Possible ways to combine Mg and
M; are shown below when the values are (m;,,s):

ML MS
1 0 -1
: (1.%4),(,= %)

0 O ELR) WA.EL=) (L=)A).(L=))
L=) (1))

-2 L)) (1L=1)

Those cases for M; = 2 result when the spins are opposed and, therefore, represent a !A state. There is
one combination where M; = 0 with the S vector having values of +1, 0, and —1, which corresponds
to 3%. The remaining combinations correspond to the '3 term. Of these states ('A,'S, and 3Y%), the
one having the highest multiplicity lies lowest in energy, so the ground state of the O, molecule is 3.
The ground state could be identified quickly by simply placing the electrons in separate 7 orbitals with
parallel spins and obtaining the M; and Mg values.

For the CN molecule, the configuration is (0)? (0,)* (m,)* (7,)* (0;)". The single electron in the o,
orbital gives M; = 0 and S = Y, so the ground state is 3%. Several species such as N,, CO, NO™, and
CN™ have the configuration (o) (0,)? (m,)* (7,)? (0,)? which is a closed-shell arrangement. Therefore,
the ground state for these species is '¥. The NO molecule has the configuration (0)? (0,)? (m,)?
(m)? (0)*(m,*)", which gives rise to S = 2 and M; = 1. These values give rise to a ground state that
is 211
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Il QUESTIONS AND PROBLEMS

1. For each of the following, draw a molecular orbital energy level diagram and give the bond order. Tell whether
the species would be more or less stable after gaining an electron. (a) O,"; (b) CN; (c) S,; (d) NO; (e) Be,*.

2. Explain in terms of molecular orbitals why Li, is stable but Be, is not.
3. Which has the greater bond energy, NO or C,? Explain by making appropriate drawings.

4. Numerical data are given below for the BN and BO molecules. Match the properties to these molecules and
explain your answers.

Data: 120 pm, 128 pm, 8.0¢V, 4.0eV.

5. If the H-H and S-S bond energies are 266 and 432Kk] mol !, respectively, what would be the H-S bond
energy?

6. The stretching vibration for NO is found at 1876cm™!, whereas that for NO™" is at 2300cm ™ !. Explain this
difference.

7. What is the CI-F bond length if the covalent radii of Cl and F are 99 and 71 pm, respectively? Explain your
answer in terms of resonance.

8. Consider a diatomic molecule A, in which there is a single o bond. Excitation of an electron to the o* state gives
rise to an absorption at 15,000cm ™ !. The binding energy of an electron in the valence shell of atom A is —9.5¢V.
(a) If the overlap integral has a value of 0.12, determine the value of the exchange integral, H},.

(b) Calculate the actual values of the bonding and antibonding molecular orbitals for the A, molecule.
(c) What is the single bond energy in the A, molecule?

9. Arrange the species 0,27, O,", O,, and O, in the order of decreasing bond length. Explain this order in terms
of molecular orbital populations.

10. Explain why the electron affinity of the NO molecule is 88k] mol~! but that of the CN molecule is
368kJ mol .

11. In the spectrum of the CN molecule, an absorption band centered around 9,000cm™! appears. Explain the

possible origin of this band in terms of the molecular orbitals in this molecule. What type of transition is
involved?

12. Consider the Li, molecule, which has a dissociation energy of 1.03 eV. The first ionization potential for the Li
atom is 5.30eV. Describe the bonding in Li, in terms of a molecular orbital energy diagram. If a value of 0.12
is appropriate for the overlap integral, what is the value of the exchange integral?

13. For a molecule XY, the molecular wave function can be written as

wmolecule = wcovalenl +0.70 wionic

Calculate the percent of ionic character in the X-Y bond. If the X-Y bond length is 142 pm, what is the dipole
moment of XY?
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14.

15.

16.

17.

What Pauling electronegativity is predicted for an element X if the H-X bond energy is 402 k] mol~'? The H-H
bond energy is 432 k] mol ™! and the X-X bond energy is 335k] mol~!. What would be the percent ionic char-
acter of the H-X bond? If the molecular wave function is written as

wmolecule = wcovalem +A wionic

what is the value of \?

Suppose the bond energies of A, and X, are 210 and 345kJ mol ™!, respectively. If the electronegativities of
A and X are 2.0 and 3.1, respectively, what will be the strength of the A-X bond? What will be the dipole
moment if the internuclear distance is 125 pm?

For a molecule XY, the molecular wave function can be written as

d)rnolecule = wcovalem +0.50 ’d)ionic

Calculate the percent ionic character of the X-Y bond. If the bond length is 148 pm, what is the dipole moment
of XY?

Determine the spectroscopic ground states for the following diatomic molecules: (a) BN; (b) C,*; () LiH;
(d)CN7; (e) G,



Chapter

A Survey of Inorganic
Structures and Bonding

Molecular structure is the foundation on which chemistry, the study of matter and the changes it under-
goes, rests. Much of chemistry is concerned with changes at the molecular level as structures are eluci-
dated and chemical reactions occur. This is true not only in inorganic chemistry, but also in all areas of
chemical science. Consequently, this chapter is devoted to an overview of some of the basic ideas con-
cerning bonding and the structure of molecules. Although other aspects of bonding will be discussed in
later chapters, this chapter is intended to provide an introduction to structural inorganic chemistry early
in the study of the subject. More details concerning the structure of specific inorganic materials will be
presented in later chapters, because most of the structures discussed here will be revisited in the con-
text of the chemistry of the compounds. It should be kept in mind that for many purposes, a theoreti-
cal approach to bonding is not necessary. Accordingly, this chapter provides a nonmathematical view of
molecular structure that is useful and adequate for many uses in inorganic chemistry. Because some of the
principles are different for molecules that contain only single bonds, this topic will be introduced first.

In this chapter, the descriptions of molecular structure will be primarily in terms of a valence bond
approach, but the molecular orbital method will be discussed in Chapter 5. As we shall see, construc-
tion of molecular orbital diagrams for polyatomic species is simplified by making use of symmetry,
which will also be discussed in Chapter 5.

4.1 STRUCTURES OF MOLECULES HAVING SINGLE BONDS

One of the most important factors when describing molecules that have only single bonds is the repul-
sion that exists between electrons. Repulsion is related to the number of electron pairs both shared
and unshared around the central atom. When only two pairs of electrons surround the central atom
(as in BeH,), the structure is almost always linear because that gives the configuration of lowest energy.
When there are four pairs of electrons around the central atom (as in CH,), the structure is tetrahedral.
From your prior study of chemistry, the hybrid orbital types sp and sp® used to describe these cases are
probably familiar. It is not unusual to hear someone say that CH, is tetrahedral because the carbon
atom is sp> hybridized. However, CH, is tetrahedral because that structure represents the configuration
of lowest energy, and our way of describing a set of orbitals that matches that geometry is by combining

95
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the wave functions for the 2s and three 2p orbitals. It can be shown that the four resulting orbitals
point toward the corners of a tetrahedron.

Based on the requirement that repulsion should be minimized, idealized structures can be obtained
based on the number of electrons surrounding the central atom. However, unshared pairs (some-
times called lone pairs) of electrons behave somewhat differently than do shared pairs. A shared pair
of electrons is essentially localized in the region of space between the two atoms sharing the pair. An
unshared pair of electrons is bound only to the atom on which they reside, and as a result, they are
able to move more freely than a shared pair, so more space is required for an unshared pair. This has
an effect on the structure of the molecule.

Figure 4.1 shows the common structural types that describe a very large number of inorganic mol-
ecules. Linear, trigonal planar, tetrahedral, trigonal bipyramid, and octahedral structures result when

Number of pairs Number of unshared pairs of electrons on central atom
on central atom
and hybrid type 0 1 2 3
2 O—e—0
sp
Linear
BeCl,
3
sp?
Trig. planar Bent
BCly SnCl,
4
sp®
Tetrahedral Trig. pyramid Bent
CH, NH; H,O
5
spid
Trig. bipyramid  Irreg. tetrahedral ~ “T” shaped Linear
PClg TeCl, CIF3 ICl,~

6
sp3ad?

Octahedral Sq. base bipyr. Square planar
SFg IFs ICl,~

W FIGURE4.1  Molecular structure based on hybrid orbital type.
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there are 2, 3, 4, 5, and 6 bonding pairs, respectively, but no unshared pairs on the central atom. The
hybrid orbital types for these structures are sp, sp?, sp>, sp>d, and sp>d?, respectively.

Rationalizing the probable structure for a molecule involves finding the number of electrons around
the central atom and placing them in orbitals pointing in directions that minimize repulsion.
However, there are complications when the details of the structure are considered. For example, a mol-
ecule such as BF; has only three pairs of electrons around the central atom (three valence shell elec-
trons from B and one from each F atom). Therefore, the structure that gives the lowest energy is a
trigonal plane with bond angles of 120°,

F

|
PN
F F

and the hybrid orbital type is sp?>. On the other hand, there are also six electrons around Sn in the
gaseous SnCl, molecule (four valence electrons from Sn and one from each Cl atom). Molecules that
have the same number of electrons are said to be isoelectronic. However, the hybrid orbital type may
not be sp? because the bond angle certainly is not 120° in this case, and the structure of SnCl, is

0

Sn
/ \
Cl 95° Cl

The unshared pair of electrons resides in an orbital that might be considered as sp?, but since the
electrons are held to only one atom, there is more space required than there is for a shared pair. A
shared pair is more restricted in its motion because of being attracted to two atoms simultaneously.
As a result, the repulsion between the unshared pair and the shared pairs is sufficient to force the
bonding pairs closer together, which causes the bond angle to be much smaller than the expected
120°. In fact, the bond angle is much closer to that expected if p orbitals are used by Sn. On
the other hand, the Sn-Cl bonds are quite polar, so the bonding electron pairs reside much closer to the
Cl atoms, which makes it easier for the bond angle to be small than if they were residing close to
the Sn atom.

In some molecules that involve sp? hybrid orbitals on the central atom, the bond angles deviate con-
siderably from 120°. For example in F,CO, the bond angle is 108°:
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Various explanations have been proposed for the large deviation of the bonding from that expected on
the basis of sp? hybrids. One simple approach to this problem is to consider that C-F bonds are quite
polar with the shared electron pairs drawn closer to the fluorine atoms. Therefore, those bonding pairs
are farther apart than they would be if they were being shared equally by C and E There is less repul-
sion between the bonding pairs of electrons, and the effect of the C-O double bond is that the 7 orbit-
als give rise to some repulsion with the C-F bonding pairs, forcing them closer together. Using this
approach, we would expect the bond angle in phosgene, Cl,CO, to be larger than it is in F,CO because
the electron pairs in the C-Cl bonds will reside closer to the carbon atom than if the bonds were C-F.
Therefore, the bonding electron pairs would be closer to each other in F,CO than in Cl,CO. In either
case, the carbon atom is at the positive end of the bond dipole because both F and Cl atoms have
higher electronegativities than carbon. The structure of Cl,CO,

Cl
111.3° cC—0

Cl

indicates that this interpretation is correct. Of course, the Cl atoms are larger than the F atoms, so it
is tempting to attribute the larger bond angle in CI,CO to that cause. The structure of formaldehyde,
H,CO, is useful in this connection because the H atom is smaller than either F or Cl. However, the
structure

H

N

125.8° c—0

H

indicates that repulsion between the terminal atoms may not be significant. In this case, the H-C-H
bond angle is larger than that expected for sp? hybrids on the central atom. When the polarity of the
C-H bonds is considered, it is found that the carbon atom is at the negative end of the bond dipoles
(see Chapter 6). Therefore, the C-H bonding pairs of electrons reside closer to the carbon atom (and
hence closer to each other), and we should expect repulsion between them to cause the bond angle to
be larger than 120°. The measured bond angle is in agreement with this rationale.

It is interesting to also see the difference in the bond angles in OF, and OCI,, which have the
structures
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Although it might be tempting to ascribe this difference in bond angles to the difference in size
between F and Cl, the location of bonding pairs of electrons is also important. The O-F bonds are polar
with the bonding pairs closer to the fluorine atoms (and thus farther away from O and each other)
allowing the bond angle to be smaller. The O-Cl bonds are polar, but with oxygen having the higher
electronegativity, the shared pairs of electrons are closer to the oxygen atom (and to each other). As
a result, there should be greater repulsion between the bonding pairs in OCl, than in OF,, and the
OCl, bond angle is the larger of the two in agreement with this rationale. In both cases, there are two
unshared pairs of electrons on the oxygen atom, and the bond angle deviates from the tetrahedral
angle. If the situation were as simple as the effect produced by the unshared pairs, we would expect the
bond angle to be slightly larger in OCl, because the CI atoms are larger than E. A difference of 8° prob-
ably indicates more repulsion between bonding pairs also.

In the CH, molecule, the bond angle is the expected value, 109° 28’. There are eight electrons around
the carbon atom (four valence shell electrons from C and one from each H atom), which results in a
regular tetrahedral structure. In the ammonia molecule, the nitrogen atom has eight electrons around
it (five from the N atom and one from each H atom), but one pair of electrons is an unshared pair.

N
/
H 10740 H

H

Although the hybrid orbital type used by N is sp?, the bond angles in the NH; molecule are 107.1°
rather than 109° 28’ found in a regular tetrahedron. The reason for this difference is that the unshared
pair requires more space and forces the bonding pairs slightly closer together. Although a structure
such as that just shown displays a static model, the ammonia actually undergoes a vibrational motion
known as inversion. In this vibration, the molecule passes from the structure shown to that which is
inverted by passing through a trigonal planar transition state:

i H
N H
T~ - ~. H
H H N H <> H
H
C3V D3h CSV

This vibration has a frequency that is approximately 1010 sec !. The barrier height for inversion
is 2076cm™ !, but the difference between the first and second vibrational states is only 950 cm ™},
which is equivalent to 1.14k] mol !. Using the Boltzmann distribution law, we can calculate that
the second vibrational state is populated only to the extent of 0.0105, so clearly there is not a suffi-
cient amount of thermal energy available to cause the rapid inversion if the molecule must pass over
a barrier that is 2076cm ™! in height. In this case, the inversion involves quantum mechanical tunnel-
ing, which means that the molecule passes from one structure to the other without having to pass

over the barrier.
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The structure of the H,O molecule shows the effect of two unshared pairs of electrons:

In this case, the two unshared pairs of electrons force the bonding pairs closer together so the observed
bond angle is only 104.4°. Two unshared pairs in the H,O molecule cause a greater effect than does
one unshared pair in the NH; molecule. The effects that produce slight deviations from the bond
angles expected for regular geometric structures are the result of a principle known as valence shell elec-
tron pair repulsion, VSEPR. The basis for this principle is that in terms of repulsion,

unshared pair — unshared pair > shared pair — unshared pair > shared pair — shared pair

When the effects of unshared pairs are considered according to this scheme, not only is the correct
overall structure often deduced, but also the slight deviations from regular bond angles are often
predicted.

An interesting application of VSEPR is illustrated by the structure of SF,. The sulfur atom has 10 elec-
trons around it (six valence shell electrons from S and one from each of the four F atoms). We predict
that the structure will be based on a trigonal bipyramid, but there are two possible structures:

F F

B B

F/ F/ ~900
F

Only one of these structures is observed for the SF, molecule. In the structure on the left, the unshared
pair of electrons is located at ~90° from two bonding pairs and ~120° from the other two bonding
pairs. In the structure on the right, the unshared pair is located at ~90° from three bonding pairs and
180° from the other bonding pair. These two possibilities may not look very different, but the repul-
sion between electron pairs is inversely related to the distance of separation raised to an exponent that
may be as large as 6. A small difference in distance leads to a substantial difference in repulsion. As a
result, the structure that has only two bonding electron pairs at 90° from the unshared pair is lower in
energy, and the structure on the left is the correct one for SF,. In structures based on a trigonal bipyramid,
unshared pairs of electrons are found in equatorial positions.

Note that violations of the octet rule by the central atom occur with atoms such as sulfur and phos-
phorus. These are atoms that have d orbitals as part of their valence shells, so they are not limited to
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a maximum of eight electrons. There is another interesting feature for molecules that are based on the tri-
gonal bipyramid model for five bonds. If we consider the molecules PF5 and PCls, there are 10 electrons
around the phosphorus atom (five bonds) that point toward the corners of a trigonal bipyramid:

F Cl
158 pm 214 pm
F Cl
~ ~
153 pm P—F 204 pm P —ClI
/ /
F Cl
F Cl

However, the bonds in the axial positions are slightly longer than those in the equatorial posi-
tions. For this type of structure, the hybrid bond type on the phosphorus atom is considered as
sp>d. However, the hybrid orbital type that gives three bonds in a trigonal plane is sp?, and it can
be shown that the dp combination is one that gives two orbitals directed at 180° from each other.
Therefore, sp>d hybrids can be considered as sp? + dp, and the bond lengths reflect the fact that the
orbitals used in bonding three of the chlorine atoms are different than for the other two. This is a
general characteristic of molecules having five pairs of electrons around the central atom in a struc-
ture based on a trigonal bipyramid, and the axial bonds are usually longer than those in the equato-
rial plane.

One of the interesting aspects of the structure in which five pairs of electrons surround the central
atom is that the equatorial positions make use of sp? hybrids whereas the axial bonds are dp. As we
have seen, any unshared pairs of electrons are found in equatorial positions. A further consequence of
this is that peripheral atoms of high electronegativity bond best to orbitals of low s character, and
peripheral atoms of low electronegativity bond better to orbitals of high s character. The result of this
preference is that if the mixed halide PCI;F, is prepared, the fluorine atoms are found in axial posi-
tions. Also, atoms that can form multiple bonds (which usually have lower electronegativity) bond
better to orbitals of higher s character (the sp? equatorial positions).

In view of the principles just described, the molecule PCl,F; would be expected to have two fluorine
atoms in the axial positions and two chlorine atoms and one fluorine atom in equatorial positions.
However, at temperatures greater than —22°C, the nuclear magnetic resonance (NMR) spectrum of
PCIl,F; shows only one doublet, which results from the splitting of the fluorine resonance by the 3'P.
When the NMR is taken at —143°C, the NMR spectrum is quite different and shows the presence of fluo-
rine atoms bonded in more than one way. It is evident that at temperatures above —22°C either all of
the fluorine atoms are equivalent or somehow they exchange rapidly so that only fluorine atoms in one
environment are present. Earlier, the inversion vibration of the NH; molecule, which has a frequency
that is on the order of 1010 sec”!, was described. The question arises as to what type of structural change
could occur in PCI,F; or PF5 that would make the fluorine atoms in equatorial and axial positions appear
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equivalent on the time scale of NMR experiments. A mechanism that is believed to correctly describe
this situation is known as the Berry pseudorotation, and it is illustrated in the following scheme:

a a
N
_—¢ //e ‘ a
e—x__ —> e—X —> o x_
o T s
2
A A e
Dsn Cav Dan

In this process, the groups initially in equatorial positions are e, ¢, and e, whereas those in axial posi-
tions are a and A. These designations are only to keep track of the positions, because all peripheral
atoms would have to be identical for the symmetry designations to be correct. The molecule passes
through a square base pyramid configuration as the rotation of four of the groups occurs. This mecha-
nism is similar to the inversion of the ammonia molecule except for the fact that the movement of
atoms is by rotational motion. At very low temperature, thermal energy is low and the vibration occurs
slowly enough that the fluorine resonance indicates fluorine atoms in two different environments
(axial and equatorial). At higher temperatures, the structural change is rapid, and only one fluorine
environment is indicated. As we saw for NHj, not all molecules have static structures.

Perhaps no other pair of molecules exhibits the effect of molecular structure on reactivity like SF, (sp>d
orbitals) and SFq (sp>d? orbitals), whose structures are

F F
120°F S@ 120\ S /
F F
b.p. —40°C b.p. —63.4 °C (subl.)

SF; is a remarkably inert compound. In fact, it is so unreactive that it is used as a gaseous dielectric
material. Also, the gas can be mixed with oxygen to create a kind of synthetic atmosphere, and rats can
breathe the mixture for several hours with no ill effects. On the other hand, SF, is a very reactive mol-
ecule that reacts with H,O rapidly and vigorously:

SF, +3 H,0 — 4 HF + H,S0, (4.1)

Because of the instability of H,SOj, this reaction can also be written as

SF, + 2 H,0 — 4 HF + SO, (4.2)
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The fact that SF; does not react with water is not due to thermodynamic stability. Rather, it is because
there is no low-energy pathway for the reaction to take place (kinetic stability). Six fluorine atoms
surrounding the sulfur atom effectively prevent attack, and the sulfur atom has no unshared pairs of
electrons where other molecules might attack. In SF,, not only is there sufficient space for an attack-
ing species to gain access to the sulfur atom, but also the unshared pair is a reactive site. As a result of
these structural differences, SF, is relatively inert, whereas SF, is very reactive.

There are several compounds that consist of two different halogens. These interhalogen compounds
have structures that contain only single bonds and unshared pairs of electrons. For example, in BrFs,
the bromine atom has 10 electrons surrounding it (seven valence shell electrons and one from each
fluorine atom). The structure is drawn to place the unshared pairs of electrons in equatorial posi-
tions based on a trigonal bipyramid. Because of the effects of the unshared pairs of electrons, the axial
bonds are forced closer together to give bond angles of 86°:

Except for slight differences in bond angles, this is also the structure for CIF; and IF;. When IF; reacts
with SbFs, the reaction is

IF, + SbE, — IE," + SbF," (4.3)

The structure of IF," can be deduced by recognizing that there are eight electrons around the iodine
atom. There are seven valence electrons from I, one from each of the two fluorine atoms, but one elec-
tron has been removed, giving the positive charge. The electrons will reside in four orbitals pointing
toward the corners of a tetrahedron, but two pairs are unshared.

F\ /
o=
F

Note that the structures of many of these species are similar to the model structures shown in
Figure 4.1. Although the hybrid orbital type is sp>, the structure is characterized as bent or angular, not
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tetrahedral. On the other hand, the IF,” ion, which has 10 electrons around the iodine atom, has a
linear structure.

Note that in this case the unshared pairs of electrons are in equatorial positions, which results in a
linear structure for IF,” even though the hybrid orbital type is spd. It is the arrangement of atoms, not
electrons, that determines the structure for a molecule or ion. It is apparent that the simple procedures
described in this section are adequate for determining the structures of many molecules and ions in
which there are only single bonds and unshared pairs of electrons.

Xenon forms several compounds with fluorine, among which are XeF, and XeF,. With filled s and p
valence shell orbitals, the xenon atom provides eight electrons while each fluorine atom contributes
one electron. Therefore, in XeF,, there are 10 electrons around the Xe atom, which makes the XeF,
molecule isoelectronic with the IF,” ion. Both XeF, and IF, ™ are linear. In XeF,, there are 12 electrons
around the Xe atom, which results in the structure being

F\Q/ F
The molecule is square planar, as is IF,~, which is isoelectronic with XeF,.

Although we have described the structures of several molecules in terms of hybrid orbitals and VSEPR,
not all structures are this simple. The structures of H,O (bond angle 104.4°) and NH; (bond angles
107.1°) were described in terms of sp® hybridization of orbitals on the central atom and comparatively
small deviations from the ideal bond angle of 109° 28’ caused by the effects of unshared pairs of elec-
trons. If we consider the structures of H,S and PHj; in those terms, we have a problem. The reason
is that the bond angle for H,S is 92.3°, and the bond angles in PH; are 93.7°. Clearly, there is more
than a minor deviation from the expected tetrahedral bond angle of 109° 28’ caused by the effect of
unshared pairs of electrons!

If the bond angles in H,S and PH; were 90°, we would suspect that the orbitals used in bonding were
the 3p valence shell orbitals. The sulfur atom has two of the p orbitals singly occupied, and overlap of
hydrogen 1s orbital could produce two bonds at 90°. Similarly, the phosphorus atom has the three 3p
orbitals singly occupied, and overlap of three hydrogen 1s orbitals could lead to three bonds at 90°.
Although we were correct to assume that sp> orbitals were used by the central atoms in H,O and NHj,
it appears that we are not justified in doing so for H,S and PH3.
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Why does hybridization occur when the central atom is oxygen or nitrogen but not when it is S or
P? The answer lies in the fact that there are two major results of hybridization of orbitals. The first is
that the orbitals are directed in space at different angles than are the unhybridized atomic orbitals. We
have already seen the types of structures that result and how less repulsion results. However, the other
result of hybridization is that the orbitals are changed in size. The hybridization of 3s and 3p orbitals
on sulfur or phosphorus would produce more favorable bond angles with regard to repulsion, but
the overlap between those orbitals and the hydrogen 1s orbitals is less effective. The hydrogen orbital
can overlap better with a smaller unhybridized p orbital on sulfur or phosphorus. The result is that
the orbitals used by the central atom have a very slight degree of hybridization but closely resemble
pure p orbitals. Based on this analysis, we would expect that H,Se and AsH; would have bond angles
that deviate even more from the tetrahedral bond angle. In accord with this, the bond angles for these
molecules are 91.0° and 91.8°, respectively, indicating that the bonding orbitals on the central atoms
are nearly pure p orbitals. The hydrogen compounds of the heavier members of groups V and VI have
bond angles that are even closer to right angles (H,Te, 90°; SbH3, 91.3°).

4.2 RESONANCE AND FORMAL CHARGE

For many species, the approach taken earlier with molecules that have only single bonds and unshared
pairs of electrons is inadequate. For example, the molecule CO has only 10 valence shell electrons with
which to achieve an octet around each atom. The structure |C=O| makes use of exactly 10 electrons,
and that makes it possible to place an octet (three shared pairs and one unshared pair) around each
atom. A simple procedure for deciding how to place the electrons is as follows:

1. Determine the total number of valence shell electrons from all of the atoms (N) that are avail-
able to be distributed in the structure.

2. Multiply the number of atoms present by eight to determine how many electrons would be
required to give an octet around each atom (S).

3. The difference (S-N) gives the number of electrons that must be shared in the structure.

4. If possible, change the distribution of electrons to give favorable formal charges (discussed later
in this chapter) on the atoms.

For CO, the total number of valence shell electrons is 10, and to give octets around two atoms would
require 16 electrons. Therefore, 16 — 10 = 6 electrons must be shared by the two atoms. Six electrons
are equivalent to three pairs or three covalent bonds. Thus, we are led to the structure for CO that was
shown earlier.

For a molecule such as SO,, we find that the number of valence shell electrons is 18, whereas three
atoms would require 24 electrons to make three octets. Therefore, 24 — 18 = 6, the number of elec-
trons that must be shared, which gives a total of three bonds between the sulfur atom and the two
oxygen atoms. However, because we have already concluded that each atom in the molecule must
have an octet of electrons around it, the sulfur atom must also have an unshared pair of electrons
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that is localized in the atom in addition to the three pairs that it is sharing. This can be shown as in
the structure

///
\\

O,

However, the same features are shown in the structure

VPN
P

A situation in which the electrons can be arranged in more than one way constitutes resonance. In
Chapter 3, the resonance structures HF and H* F~ were used to describe HE but in the case of SO,
neither of the resonance structures contains ions. The structures just shown involve different ways of
arranging the electrons that still conform to the octet rule. The true structure of SO, is one that lies
halfway between the two structures shown (a hybrid made up of equal contributions from these two
structures). It does not spend part of the time as one structure and part of the time as the other. The
molecule is all of the time a resonance hybrid of the structures shown. In this case, the two structures
contribute equally to the true structure, but this is not always the case. As a result of the unshared pair
of electrons on the sulfur atom, the bond angle in SO, is 119.5°.

The double bond that is shown in each of the two structures just shown is not localized as is reflected
by the two resonance structures. However, the two single bonds and the unshared pair are localized
as a result of the hybrid orbitals in which they reside. The hybrid orbital type is sp?, which accounts
for the bond angle being 119.5°. There is one p orbital not used in the hybridization that is perpen-
dicular to the plane of the molecule, which allows for the = bonding to the two oxygen atoms simul-
taneously. The 7 bond is described as being delocalized, and this can be shown as follows:

AOF
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A single S-O bond has a length of approximately 150 pm, but as a result of the multiple bonding
between sulfur and oxygen, the observed bond length in SO, where the bond order is 1.5 is 143 pm.
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The following are rules that apply to drawing resonance structures. Remember that resonance relates to
different ways of placing electrons in the structures, not ways of arranging the atoms themselves.

1. The atoms must be in the same relative positions in all structures drawn. For example, it can be
demonstrated experimentally that the SO, molecule has a bent or angular structure. Structures
showing the molecule with some other geometry (e.g., linear) are not permitted.

2. Structures that maximize the number of electrons used in bonding (consistent with the octet
rule) contribute more to the true structure.

3. All resonance structures drawn must show the same number of unpaired electrons if there are
any. A molecule or ion has a fixed number of unpaired electrons, and all resonance structures
drawn for that species must show that number of unpaired electrons.

4. Negative formal charges normally reside on the atoms having higher electronegativity.
The NO, molecule illustrates the application of rule 3. Because the NO, molecule has a total of 17

valence shell electrons, there are eight pairs of electrons and one unpaired electron. Structures drawn
for NO, must reflect this. Therefore, we draw the structure for NO, as

/ /N
//O/ 118 pm o/
N - ‘N 134°
N Ny

Y2 O

Note that the unpaired electron resides on the nitrogen atom, giving it a total of seven electrons.
Because the oxygen atom has higher electronegativity, the oxygen atoms are given complete octets.
This is also consistent with the observation that NO, dimerizes by pairing of electrons on two mol-
ecules as shown by the equation

2.NO, = O,N : NO, (4.4)

Note that in the NO, molecule the bond angle is much larger than the 120° expected when the central
atom is using sp? hybrid orbitals. In this case, the nonbonding orbital located on the nitrogen atom
contains only one electron, so repulsion between that orbital and the shared electron pairs is small.
Therefore, the bond angle is larger because the repulsion between the bonding pairs is not balanced by
the repulsion of the single electron in the nonbonding orbital. However, when the structure of NO,™
is considered, there is an unshared pair of electrons on the nitrogen atom:

7 VPN
//O/ 124pn/ °
‘N = N 115°
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The repulsion between the unshared pair and the bonding electrons is much greater than in NO,, as
is reflected by the bond angle being only 115°. The N-O bond length is 124 pm in NO,™ because the
nitrogen atom has an octet of electrons. There is less residual attraction for the bonding pairs of elec-
trons, so the N-O bonds are longer than in NO.,.

The concept of formal charges is a very useful one that is essentially a way of keeping track of electrons.
In order to determine the formal charge on each atom in a structure, we must first apportion the elec-
trons among the atoms. This is done according to the following procedure:

1. Any unshared pairs of electrons belong to the atom on which the electrons are located.
2. Shared electron pairs are divided equally between the atoms sharing them.

3. The total number of electrons on an atom in a structure is the sum from steps 1 and 2.
4

. Compare the total number of electrons that appear to be on each atom to the number of
valence shell electrons that it normally has. If the number of electrons in the valence shell is
greater than indicated in step 3, the atom appears to have lost one or more electrons and has a
positive formal charge. If the number indicated in step 3 is larger than the number in the valence
shell, the atom appears to have gained one or more electrons and has a negative formal charge.

5. Structures that have formal charges with the same sign on adjacent atoms will contribute little
to the true structure.

6. The sum of formal charges on the atoms must total the overall charge on the species.

Earlier we showed the structure |C=O| for the carbon monoxide molecule. Each atom has one
unshared pair of electrons and there are three shared pairs. The triple bond is only about 112.8 pm in
length. If the shared pairs are divided equally, each atom appears to have three electrons from among
those shared. Therefore, each atom in the structure appears to have a total of five electrons. Carbon nor-
mally has four electrons in its valence shell, so in the structure shown it has a formal charge of —1. An
oxygen atom normally has six valence shell electrons, so it appears that the oxygen atom has lost one
electron, giving it a formal charge of +1. Of course, the procedure is simply a bookkeeping procedure
because no electrons have been lost or gained.

Formal charges can be used to predict the stable arrangement of atoms in many molecules. For exam-
ple, nitrous oxide, N,O, might have the structures shown as follows:

E:O:

1Z1

and E:N:

101

It might be tempting to assume that the structure on the left is correct, but not when the formal
charges are considered. Note that the formal charges are circled to distinguish them from ionic charges.
Following the procedure just outlined, the formal charges are

N—O0=—N
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A +2 formal charge on oxygen, the atom with the second highest electronegativity, is not in agree-
ment with the rules for distributing formal charges. Therefore, the correct structure is the one shown
on the right, which also accounts for the fact that N,O can react as an oxidizing agent because the
oxygen atom is in a terminal position. In general, the atom of lowest electronegativity will be found as the
central atom. Although we know that the arrangement of atoms is NNO, there is still the problem of
resonance structures. For the N,O molecule, three resonance structures can be shown as follows.

00 0 © 0 O Q0 0

N=N=0 <> IN=N—0I <= IN—N=0I
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Structure III will contribute approximately 0% to the true structure because it has like formal charges on
adjacent atoms, it has a positive formal charge on the oxygen atom while a nitrogen atom has a —2 formal
charge, and it has higher formal charges overall. Deciding the relative contributions from structures I and II
is somewhat more difficult. Although structure II has the negative formal charge on the oxygen atom, it also
has a triple bond between the two nitrogen atoms, which results in six shared electrons in a small region of
space. Two double bonds are generally preferred over a triple bond and a single bond. Structure I has two
double bonds even though it places a negative formal charge on a nitrogen atom. As a result of these fac-
tors, we suspect that structures I and I would contribute about equally to the actual structure.

In this case, there is a simple experiment that will determine whether this is correct. Structure I places a
negative formal charge on the terminal nitrogen atom, while structure II places a negative formal charge
on the oxygen atom on the opposite end of the molecule. If the two structures contribute equally, these
effects should cancel, which would result in a molecule that is not polar. In fact, the dipole moment of
N,O is only 0.17 D, so structures I and II must make approximately equal contributions.

Bond lengths are also useful when deciding contributions from resonance structures. Structure I
shows a double bond between N and O, while structure II shows the N-O bond as a single bond.
If the structures contribute equally, the experimental N-O bond length should be approximately
half way between the values for N-O and N=O, which is the case. Thus, we have an additional
piece of evidence that indicates structures I and II contribute about equally to the actual struc-
ture. The observed bond lengths in the N,O molecule are shown below (in picometers).
1126 118.6
N——N——-0

Known bond lengths for other molecules that contain bonds between N and O atoms are useful
in assessing the contributions of resonance structures in this case. The N=N bond length is 110 pm,
whereas that for the N=N bond is usually approximately 120 to 125 pm depending on the type of
molecule. Likewise, the nitrogen-to-oxygen bond length in the NO molecule in which the bond order
is 2.5 is 115 pm. On the other hand, in NO* (which has a bond order of 3), the bond length is 106
pm. From these values, it can be seen that the observed bond lengths in N,O are consistent with the
fact that the true structure is a hybrid of structures I and II shown earlier.

We can also illustrate the application of these principles by means of other examples. Consider the cya-
nate ion, NCO™. In this case, there are 16 valence shell electrons that need to be distributed. To provide
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a total of three octets, 24 electrons would be needed. Therefore, eight electrons must be shared, which
means that there will be a total of four bonds, two from the central atom to each of the terminal atoms.
Four bonds in the form of two double bonds in each direction can be expected to give a linear structure.
Our first problem is how to arrange the atoms. Showing the total of 16 electrons, the arrangements can
be illustrated as follows (the formal charges also indicated):

SHONO, SHCHC) TR0,

N=C=0 N=0=¢C C=N=0
|

Deciding which arrangement of atoms is correct is based on the formal charge on the central atom. In
the first structure, there are four shared pairs of electrons on the carbon atom, and dividing each pair
equally leads to a total of four electrons around the carbon atom. Because a carbon atom normally has
four valence-shell electrons, the carbon atom in structure I has a formal charge of 0. In structure II, divid-
ing each of the bonding pairs equally leads to accounting for four electrons on the oxygen atom, which
normally has six valence-shell electrons. Therefore, in structure 11, the oxygen atom has a formal charge
of +2. Of the three atoms in the structure, oxygen has the highest electronegativity, so this structure is
very unfavorable. In structure III, dividing each bonding pair equally makes it appear that the nitrogen
atom has four electrons on it, but there are five electrons in the valence shell of nitrogen. This results in a
formal charge of +1 on the nitrogen atom and a —2 formal charge on the carbon atom.

Both structures II and I1I have an arrangement of atoms that places a positive formal charge on atoms
that are higher in electronegativity than carbon. Consequently, the most stable arrangement of atoms
is as shown in structure I. Some compounds containing the ion having structure III (the fulminate
ion) are known, but they are much less stable than the cyanates (structure I). In fact, mercury fulmi-
nate has been used as a detonator.

As a general rule, we can see that for triatomic species containing 16 electrons, the fact that there must
be four bonds to the central atom will result in a positive formal charge on that atom unless it is an
atom that has only four valence-shell electrons. Therefore, in cases where one of the three atoms is
carbon, that atom is likely to be the central atom. A nitrogen atom in the central position would be
forced to have a +1 formal charge, and an oxygen atom would have a +2 formal charge. By consider-
ing the structures of numerous 16-electron triatomic species it will be generally found that the central
atom is the one having the lowest electronegativity.

Now that we have determined that structure I is correct for the cyanate ion, we still need to consider
resonance structures. In keeping with the rules given earlier, the acceptable resonance structures that
can be devised are

In structure I, the formal charges are —1, 0, and 0 on the nitrogen, carbon, and oxygen atoms, respec-
tively. In structure II, the corresponding formal charges are 0, 0, and —1. However, in structure III, the
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formal charges on the atoms are nitrogen —2, carbon 0, and oxygen +1. Immediately, we see that the
most electronegative atom, oxygen, has a positive formal charge, and we realize that if the actual struc-
ture is a resonance hybrid of these three structures, structure III will contribute approximately 0%. This
structure essentially represents removing electron density from an oxygen atom and placing it on a
nitrogen atom. We now must estimate the contributions of the other two structures.

Although structure II has a negative formal charge on the atom having the highest electronegativity, it also
has a triple bond, which places a great deal of electron density in a small region of space. The repulsion that
arises causes the bond to be less favorable than the —1 formal charge on the oxygen atom would suggest.
On the other hand, the two double bonds in structure I still provide a total of four bonds without as much
repulsion as that resulting from a triple bond. Structure I also has a —1 formal charge on nitrogen, the
second most electronegative of the three atoms. When all of these factors are considered, we are led to the
conclusion that structures I and II probably contribute about equally to the true structure.

For CO,, the structure contains two ¢ bonds and two 7 bonds, and it can be shown as
0=c=0

Two o bonds are an indication of sp hybridization on the central atom, which leaves two p orbit-
als unhybridized. These orbitals are perpendicular to the molecular axis and can form 7 bonds with

p orbitals on the oxygen atoms.
(0] C i
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In CO,, the C=0 bond length is 116 pm, which is slightly shorter than the usual length of C=0 bonds,
which are approximately 120 pm. Note that CO,, NO,*, SCN~, OCN~, and N,O are all triatomic
molecules having 16 electrons and all are linear.

There are several important chemical species that consist of four atoms and have a total of 24 valence-
shell electrons. Some of the most common isoelectronic species of this type are CO52~, NO;~, SO5, and
PO;~ (known as the metaphosphate ion). Because four atoms would require a total of 32 electrons for
each to have an octet, we conclude that eight electrons must be shared in four bonds. With four bonds to
the central atom, there can be no unshared pairs on that atom if the octet rule is to be obeyed. Therefore,
we can draw the structure for CO52~ showing one double C=0 bond and two single C-O bonds as

Q
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The double bond could also be shown in the other two positions, so the true structure is a resonance
hybrid of the three structures. The structure is a trigonal plane that has three identical bonds with each
being an average of one double bond and two single bonds. The result is that there is a bond order
of 1.33. Because the structure is a trigonal plane, we understand that the hybrid orbital type used by
carbon is sp2. As a result, there is one additional p orbital on the central atom that is perpendicular to
the plane, and that orbital is empty. Therefore, a filled p orbital on an oxygen atom can overlap with
the empty p orbital on the carbon atom to yield a m bond. This ® bond is not restricted to one oxygen
atom, because the other two also have filled p orbitals that can be used in ®m bonding. The result is that
the © bond is delocalized over the entire structure:

0 0%
5 05

Note that because the carbon atom has a formal charge of 0, there is no necessity to draw structures
having more than one double bond. The carbon atom has no valence-shell orbitals other than 2s and
2p orbitals, so only four pairs of electrons can be held in four valence-shell orbitals. The structures of
CO, CO,, and CO4%~ have been described in which the bond orders are 3, 2, and 4/3 and the bond
lengths are 112.8, 116 (in CO,, but ~120 in most C=0 bonds), and 132 pm, respectively. As expected,
the bond length decreases as the bond order increases. A typical bond length for a C-O single bond is
143 pm, so we have four C-O bond lengths that can be correlated with bond order. Figure 4.2 shows
the relationship between the bond order and bond length for these types of C-O bonds.

A relationship such as this is useful in cases where a C-O bond length is known because from it the
bond order can be inferred. On this basis, it is also sometimes possible to estimate the contributions
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M FIGURE4.2  The relationship between bond order and bond length for bonds between carbon and oxygen.
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of various resonance structures. Pauling proposed an equation relating bond length relative to that of
a single bond between the atoms that is written as

D, =D, —71logn (4.5)

where D,, is the bond length for a bond of order n, D, is the length of a single bond, and 7 is the bond
order. Using this equation, calculated bond lengths for C-O bonds having bond orders of 4/3, 2, and
3 are 134, 122, and 106 pm, respectively. The calculated length of a bond of 4/3 order is quite close
to that in CO42~. In many molecules, the length of a C=O bond is approximately 120 pm, so the
agreement is again satisfactory. In the case of the C=O bond, the molecule that possesses this bond is
carbon monoxide, which has some unusual characteristics because of ionic character (see Chapter 3),
so the agreement is not as good between the experimental and calculated bond length. However, Eq.
(4.5) is useful in many situations to provide approximate bond lengths.

For the SO5 molecule, the structure we draw first by considering the number of valence shell electrons
and the octet rule is

Q

101

S
O @

In this case, even with there being one double bond, the formal charge on the sulfur atom is +2,
so structures that show two double bonds are possible, which can reduce further the positive formal
charge. In order for structures such as
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to be drawn, the sulfur atom has 10 electrons around it, which means that the octet rule is not obeyed.
However, in addition to the 3s and 3p valence orbitals, the sulfur atom also has empty 3d orbitals that
can overlap with filled p orbitals on oxygen atoms. Therefore, unlike the carbon atom in CO;?~, the
sulfur atom in SO;3 can accept additional electron density, and structures showing two double bonds
are permissible. The S-O bond length in SO, where the bond order is 1.5 is 143 pm. That is almost
exactly the S-O bond length in SO3, which indicates that a bond order of about 1.5 is correct for this
molecule. Therefore, there must be some contributions from structures that show two double bonds
because the bond order would be 4/3 if only one double bond is present.

The sulfate ion, SO,2~, exhibits some bonding aspects that deserve special consideration. First, there
are five atoms, so 40 electrons would be required to provide an octet of electrons around each atom.
However, with only 32 valence-shell electrons (including the two that give the —2 charge), there must
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be eight electrons shared. The four bonds will be directed toward the corners of a tetrahedron, which
gives the structure

|T|
e
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101
Although this structure agrees with several of our ideas about structure and bonding, there is at least
one problem. If we determine the formal charges on the atoms, we find that there is a —1 formal charge
on each oxygen atom but a +2 formal charge on the sulfur atom. Although sulfur has a lower electro-

negativity than oxygen, there is disparity in the electron densities on the atoms. This situation can be
improved by taking an unshared pair on one of the oxygen atoms and making it a shared pair:
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There is no reason that any particular oxygen atom should be chosen, so there are four equivalent
structures in which the double bond is shown to a different oxygen atom in each one. The question
arises as to how this type of bonding occurs. When an oxygen atom is bonded to the sulfur atom by a
single bond, there are three unshared pairs of electrons that reside in p orbitals on the oxygen atom.
Although the sulfur atom makes use of sp> hybrid orbitals (from 3s and 3p valence shell orbitals) in
forming the four single bonds, the 3d orbitals are not greatly higher in energy, and they are empty. The
symmetry (mathematical signs) of the filled p orbitals on an oxygen atom matches that of a d orbital.
Therefore, electron density is shared between the oxygen and sulfur atoms, but the electrons come
from filled orbitals on the oxygen atom. The result is that there is some double bond character to each
S-O bond as a result of 7 bond formation, and the S-O bond lengths are shorter than expected for a
single bond between the atoms.

In the H,SO, molecule, there are two oxygen atoms that are bonded to hydrogen atoms and the sulfur
atom. These oxygen atoms are unable to participate effectively in = bonding, so the structure of the
molecule is

O
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This structure reflects the fact that there is significant multiple bonding to two oxygen atoms, but not
to the two others that have hydrogen atoms attached. This behavior is also seen clearly in the structure
of HSO, ™,
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Note that the distance between the sulfur atom and the three oxygen atoms that do not have hydrogen
attached is slightly greater than the corresponding distance in H,SO,. The reason is that the back dona-
tion is now spread over three terminal oxygen atoms rather than only two. The bond order of S-O
bonds is slightly greater in H,SO, than in HSO,~ when only terminal oxygen atoms are considered.

The PO,>~ (known as the orthophosphate ion) and ClO, ions are isoelectronic with SO,?~ ion, and
their structures are
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Although the phosphorus atom in PO,>~ has a positive formal charge, it has a significantly lower elec-
tronegativity than oxygen. Therefore, there is not as much contribution from structures having double
bonds. On the other hand, a +3 formal charge on the chlorine atom in ClO,~ can be partially relieved
by shifting some electron density from nonbonding orbitals on oxygen atoms to the empty d orbitals
on the chlorine atom:

As in the case of the SO, ion, this is accomplished by overlap of filled p orbitals on oxygen atoms
with empty d orbitals on the chlorine to give = bonds. The result of the contributions from structures
in which there is some double bond character is that the bonds between chlorine and oxygen atoms
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are shorter than expected if the bonds were only single bonds. There is no reason why there can not be
some double bond character to more than one oxygen atom, which results in structures like

©
10l
lo
©57 [ 50
101

S)

As expected, the extent to which the bonds in ClO,~ are shortened from the single bond distance is
rather large.

The following structure of the H;PO, molecule is similar in many regards to that of H,SO,, but there
are some significant differences:

O
‘152 pm
157y P\
H—-0 ‘ O—H
(0]
\
H

In sulfuric acid, the distance between the sulfur atom and the oxygen atoms without hydrogen atoms
attached is 143 pm; the corresponding P O distance in H3PO, is 152 pm. This indicates that there
is much less double bond character to the P-O bonds than there is to the S-O bonds. This is to be
expected because of the +2 formal charge on sulfur when the structure is drawn showing only single
bonds, whereas the phosphorus atom has only a +1 formal charge in a structure for H3PO, showing
only single bonds. Moreover, the phosphorus atom has a lower electronegativity than sulfur (2.2 com-
pared to 2.6) so less double bonding to relieve a negative formal charge would be expected. The bond
length of the HO-P single bond is 157 pm.

A structure for phosphorous acid, (HO),HPO, can be drawn as follows:

o

147 pm
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One of the hydrogen atoms is bound directly to the phosphorus atom and is not normally acidic. Note
that in this case, the distance between the phosphorus atom and the oxygen atom without a hydrogen
atom attached is only 147 pm, indicating more double bond character than there is in the corresponding
bond in the H;PO, molecule.
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Another interesting structure is that of the dithionite ion, $S,0,2~, which is shown as

/ 259 pm \
o / \ o)

o 0
In several compounds that contain S-S single bonds, the bond length is approximately 205 pm. The
very long S-S bond in S,0,2" is indicative of “loose” bonding, which is illustrated by the fact that

when 3°SO, is added to a solution containing S,0,2~, some of the 3°SO, is incorporated in S,0,%~
ions. In contrast, the structure of dithionate, $,042",

O O
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contains an S-S bond of more normal length, and the ion is more stable than is $,0,2". In $,0,27,
the SO bonds are typical of SO bonds that have very little double bond character (151 pm). The fact
that the SO bonds in dithionate have substantial double bond character is indicated by the 143 pm
bond length, which is equal to that in SO,.

4.3 COMPLEX STRUCTURES—A PREVIEW OF COMING ATTRACTIONS

In addition to the structures discussed so far in this chapter, inorganic chemistry involves many oth-
ers that can be considered to be chains, rings, or cages. In this section, several of the important struc-
tures will be described without resorting to theoretical interpretation. Some of the structures shown
occur for several isoelectronic species so they represent structural types. In some cases, reactions are
shown to illustrate processes that lead to products having such structures. These structures are often
the result of an atom bonding to others of its own kind (which is known as catenation) or the for-
mation of structures in which there are bridging atoms (especially oxygen, because oxygen normally
forms two bonds). An example of the latter type of structure is the pyrosulfate ion, S,0,2". This ion
can be formed by adding SOj; to sulfuric acid, or by removing water (as in heating and thus the name
pyrosulfate) from H,SO, or a bisulfate:

H,S0, + SO, — H,S,0, (4.6)

2 NaHSO, A, Na,$,0, + H,0 (4.7)
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The structure of the S,0,2~ ion contains an oxygen bridge,

In this structure, as in the case of SO,2~, there is some double bond character to the bonds between
the sulfur atoms and the terminal oxygen atoms. In addition to being the structure of S,0,?~, this is
the structure of the isoelectronic species P,O,*~ (the pyrophosphate ion), Si,0,°~ (pyrosilicate) and
Cl,0; (dichlorine heptoxide). The peroxydisulfate ion, S,042~, has a peroxide linkage between the two
sulfur atoms:

Dichlorine heptoxide, Cl,0, results from the dehydration of HCIO, with a strong dehydrating agent
such as P,O:

12HCIO, + P,0,, — 6 Cl,0, + 4 H,PO, (4.8)
The di- or pyrophosphate ion results from the partial dehydration of phosphoric acid,

2 H,,O, — H,P,0, + H,0 (4.9)

which can be shown as a molecule of water being formed from two H3;PO, molecules:

0 0
H—0 ‘ o-H H-0"" ‘ 0-H
0 el 0
\ \
H H

The polyphosphoric acids can be considered as arising from the reaction of H,P,0, with additional
molecules of H;PO, by the loss of water. In the following process, the product is HsP30,,, which is



4.3 (omplex Structures—A Preview of Coming Attractions 119

known as tripolyphosphoric acid:
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H—0 ‘ O-;—H H—0O i ‘ O ‘ O-H
0 e O
\ \ N
H H H

HP3049 + HO
The pyrophosphate ion also results from the dehydration of a salt such as Na,HPO,,
2 Na,HPO, A Na,P,0, + H,0 (4.11)
Complete hydration of P,O,, in excess water produces orthophosphoric acid (H3;PO,),
P,0,, + 6 H,0 — 4 H,PO, (4.12)
but partial hydration of the oxide P,O,, produces H,P,0:

P,0,, + 4 H,0 — 2 H,P,0, (4.13)

Elemental phosphorus is obtained on a large scale by the reduction of calcium phosphate with carbon
in an electric furnace at 1200 to 1400°C:

2 Ca,(PO,), + 6 Si0, +10C — 6 CaSiO; +10 CO + P, (4.14)

The element has several allotropic forms that are made up of tetrahedral P, molecules.

Combustion of phosphorus produces two oxides, P,O4 and P40,y depending on the relative concen-
trations of the reactants.

P, +3 0, — P,0, (4.15)

P, +50, — P,0,, (4.16)
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The structures of both P,O4 and P,O, are based on the P, tetrahedron. In the case of P,Oy, there is an
oxygen atom forming a bridge between each pair of phosphorus atoms along the edges of the tetrahe-
dron, resulting a structure which can be shown as

(4.10)

In this structure, the tetrahedron of phosphorus atoms is preserved. In keeping with the fact that
when compared to P,O4 PO,y has four additional oxygen atoms, these oxygen atoms are
bonded to the phosphorus atoms to give a structure that has not only the six bridging oxygen
atoms but also one terminal oxygen atom bonded to each of the phosphorus atoms:

Elemental phosphorus is only one of several elements whose structures are polyatomic species.
Another is the structure of elemental sulfur, which consists of puckered Sg rings:

TS
S/S\S 206 pm

Although this eight-membered ring represents the structure of the molecule in the rhombic crystal
phase, it is by no means the only sulfur molecule. Other ring structures have the formulas S4, S;, So,
Si0r S12, and S,g. Just as gaseous oxygen contains O, molecules, sulfur vapor contains S, molecules that
are paramagnetic. Selenium also exists as Seg molecules, but catenation is less pronounced than in the
case of sulfur, and tellurium shows even less tendency in this regard. Tellurium resembles metals in its
chemistry more than does either sulfur or selenium.
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Tetrasulfur tetranitride, S4N,, has a structure that can be considered as a hybrid of the following two
resonance structures:

T T
S S <—> S S
R A

Although these structures show positions of the bonds in the resonance structures, the geometric struc-
ture of the molecule is

The distance between the sulfur atoms is considerably shorter than expected on the basis of radii of
the isolated atoms. Therefore, there is believed to be a long, weak bond between the sulfur atoms.
A very large number of derivatives of S,N, are known, and some of them are described in Chapter 15.

Elemental boron exists as an icosahedral B;, molecule that has the structure

This structure has two staggered planes that contain five boron atoms in each, as well as two boron
atoms in apical positions.

No survey of polyatomic elements would be complete without showing the form of carbon that exists
as Cgo. Known as buckminsterfullerene (named after R. Buckminster Fuller, the designer of the geode-
sic dome), C4y has a cage structure that has 12 pentagons and 20 hexagons on the surface as shown
in Figure 4.3a. Each carbon atom makes use of sp? hybrid orbitals and is bonded by three o bonds
and one 7 bond, with the 7 bonds being delocalized. A very large number of derivatives of Cgy, are
known, and other forms of carbon have general formula C, (x # 60). Carbon also exists as diamond
and graphite, which have the structures shown in Figure 4.3b and 4.3c.
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(a) (b)

M FIGURE 4.3  Some of the structures of elemental carbon (see Chapter 13).

In addition to the structures of these elements, a great deal of structural inorganic chemistry is concerned
with the silicates. These materials form a vast array of naturally occurring and synthetic solids whose
structures are based on the tetrahedral unit SiO,. There are structures that contain discrete SiO,*~ ions as
well as bridged structures such as Si,0,°~. Because the Si atom has two fewer valence-shell electrons than
the S atom, the SiO,*~ and SO,?~ ions are isoelectronic, as are the Si,O,°~ and $S,0,%~ ions.
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The SiO,*~ ion, known as orthosilicate, occurs in minerals such as zircon, ZrSiO,, phenacite, Be,SiOy,
and willemite, Zn,SiO,. The SiO;?~ ion is known as the metasilicate ion. Some of the minerals that
contain the Si,0,° ion are thortveitite, Sc,Si, 05, and hemimorphite, Zn,(OH),Si, 0.

Another important silicate structural type is based on a six-membered ring that contains alternating Si
and O atoms and has the formula Si;0,°~
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The P;0,>~ ion (known as the trimetaphosphate ion) and (SOj);, a trimer of SOj, also have this
structure. The trimetaphosphate ion can be considered as the anion of the acid H3P;0, (trimetaphos-
phoric acid), a trimeric form of HPO; (metaphosphoric acid). Note that this acid is formally related to
HsP50,, tripolyphosphoric acid, by the reaction

H,P;0, + H,0 = HyP,0,, (4.17)

A six-membered ring also is present in the anion of Na3B;Og. It contains bridging oxygen atoms but
has only one terminal oxygen atom on each boron atom:

B B
~
o~ TSo~ o
Although the complete description of its structure will not be shown here, boric acid, B(OH)3, has a
sheet structure in which each boron atom resides in a trigonal planar environment of oxygen atoms.
There is hydrogen bonding between the OH groups in neighboring molecules.
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Because there are numerous silicates whose structures are made up of repeating patterns based on the
SiO, tetrahedron, a type of shorthand notation has been developed for drawing the structures. For
example, the SiO, unit can be shown as follows.

|
L 4— .
S0 O/?I\
o ©

Then, the complex structures shown in Figure 4.4 are built up by combining these units. These struc-
tures are based on SiO, tetrahedra that share a corner or an edge. In the drawings, the solid circle
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W FIGURE4.4  Structures of some common silicates.
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represents the silicon atom, and the open circle around it represents an oxygen atom that is directed
upward out of the page. From combinations of the basic SiO, units, a wide range of complex struc-
tures results as shown in Figure 4.4.

Although the formula for beryllium chloride is BeCl,, the compound exists in chains in the solid state.
The bonding is covalent, and the environment around each Be is essentially tetrahedral with each Cl
bridging between two Be atoms separated by 263 pm.

Cl
Cl \ / \ s Cl \ /
98° Be <— 263pm — Be Be

N / N \

N, ¢

Cl Cl

In the BeCl, monomer, there are only two bonds to Be, which gives only four electrons around the
atom. In the bridged structure, unshared pairs of electrons on Cl are donated to complete octets
around Be atoms.

In this chapter, procedures for drawing molecular structures have been illustrated, and a brief overview
of structural inorganic chemistry has been presented. The structures shown include a variety of types,
but many others could have been included. The objective is to provide an introduction and review to
the topics of VSEPR, hybrid orbitals, formal charge, and resonance. The principles discussed and types
of structures shown will be seen later to apply to the structures of many other species.

44 ELECTRON-DEFICIENT MOLECULES

In this chapter many of the basic principles related to structure and bonding in molecules have
already been illustrated. However, there is another type of compound that is not satisfactorily
described by the principles illustrated so far. The simplest molecule of this type is diborane, B,H.
The problem is that there are only 10 valence shell electrons available for use in describing the
bonding in this molecule.

The BH; molecule is not stable as a separate entity. This molecule can be stabilized by combining
it with another molecule that can donate a pair of electrons (indicated as :) to the boron atom to
complete the octet (see Chapter 9). For example, the reaction between pyridine and B,H, produces
CsHsN:BH;. Another stable adduct is carbonyl borane, OC:BH; in which a pair of electrons is donated
from carbon monoxide, which stabilizes borane. In CO, the carbon atom has a negative formal charge,
so it is the “electron-rich” end of the molecule. Because the stable compound is B,Hg rather than BHj3,
the bonding in that molecule should be explained.
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The framework of B,H, can be visualized by considering B,H,%~, which is isoelectronic with C,H,.
Starting with B,H,2~, which would have a 7 bond like that in C,H,, the bonding can be described
similarly:

H+
e W
H < H

The planar framework has ¢ bonds as just shown, which involve sp? hybrid orbitals on the boron
atoms. This leaves one unhybridized p orbital that is perpendicular to the plane. The B,H; molecule can
be considered being made by adding two H* ions to a hypothetical B,H,%” ion that is isoelectronic
with C,H, because each carbon atom has one more electron than does a boron atom. In the B,H,2~
ion, the two additional electrons reside in a 7 bond that lies above and below the plane of the structure
just shown. When two H™ ions are added, they become attached to the lobes of the 7 bond to produce
a structure, the details of which can be shown as

In each of the B-H-B bridges, only two electrons bond the three atoms together by having the orbitals
on the boron atoms simultaneously overlap the hydrogen 1s orbital. A bond of this type is known as a
two-electron three-center bond. In terms of molecular orbitals, the bonding can be described as the com-
bination of two boron orbitals and one hydrogen orbital to produce three molecular orbitals, of which
only the one of lowest energy is populated:

¥a

¥n

™

b H

Bonding of this type and other boron hydrides that have three-center two-electron bonds with hydro-
gen bridges is discussed in Chapter 13.
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Aluminum alkyls having the empirical formula AIR; are dimerized to give Al,R; structures in which
the two-electron three-center bonds involve alkyl groups as the bridging units. For example, Al,(CH;)¢
has the arrangement and dimensions shown in the following structure:

197 pm ﬁ
Al<— 260pm —Al
/ 75°
C

C
Hs

Other aluminum alkyls also exist as dimers as a result of bridging by the alkyl groups. In the structure
just shown, there are four CH; groups that are nonbridging and only two that are bridging. If an alu-
minum alkyl is prepared that contains more than one type of alkyl group, it is possible to determine
which type of group forms the bridges. One such case is that of Al,(CHj3),(t-C4Hy),. In this case, it is
found that the methyl groups are contained in the bridges, but none are found in the more numerous
terminal positions. Therefore, we conclude that the methyl group forms stronger bridges between two
aluminum atoms than does the t-butyl group. When other compounds of this type are prepared so
that competition is set up between potential bridging groups, it is found that the strengths of bridges
between aluminum atoms varies as CH; > C,Hs > t-C,Hy. The associated nature of the aluminum
alkyls is discussed in greater detail in Chapter 12. Chloride ions form the bridges in the Al,Cl; dimer.
In fact, dimers exist when aluminum is bonded to numerous atoms and groups. The stability of the
bridges formed varies in the order H > Cl > Br > [ >CHj3.

A polymeric structure is exhibited by “beryllium dimethyl,” which is actually [Be(CHs),], (see the
structure of (BeCl,), shown earlier), and LiCHj; exists as a tetramer, (LiCHj3),. The structure of the tet-
ramer involves a tetrahedron of Li atoms with a methyl group residing above each face of the tetrahe-
dron. An orbital on the CH; group forms multicentered bonds to four Li atoms. There are numerous
compounds for which the electron-deficient nature of the molecules leads to aggregation.

45 STRUCTURES HAVING UNSATURATED RINGS

In addition to the types of structures shown thus far, there are several others that are both interest-
ing and important. One such type of structure contains unsaturated rings. Because R-C=N is called
a nitrile, compounds containing the -P=N group were originally called phosphonitriles. An unstable
molecule having the formula :N-PH, is known as phosphazine. Although this molecule is unstable,
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polymers containing this monomer unit with chlorine replacing the hydrogen atoms are well known.
Heating a solution of PCl5 and NH,Cl in C;H;Cl or HCI,C-CHCI, leads to the reaction

nNH,Cl + nPCl; — (NPCl,), + 4nHCl (4.18)

Several materials having the formula (NPCl,),, are known, but the most extensively studied of them is
the cyclic trimer, (NPCl,)3, which has the structure

Compounds of this type are known as phosphazines, and they have structures that have a planar ring
because of 7 bonding. In (NPCI, )3, the P-N distance is 158 pm, which is much shorter than the approxi-
mately 175 pm that is characteristic of a P-N single bond. Whether or not these compounds are strictly
aromatic in character is not certain. The bonding in (NPCl,); is much more complex than that in ben-
zene because, unlike benzene in which the delocalized 7 orbital arises from overlap of unhybridized
p orbitals on the carbon atoms, the P-N bonding involves py — dp (the subscripts show the atoms
involved) overlap to give p, — d, bonding. Delocalization does not appear to be as complete in the phos-
phazines as it is in benzene. Substitution of two groups on the phosphorus atoms in the ring can lead to
three types of products. If the substituents are on the same phosphorus atom, the product is known as
geminal, but if substitution is on different phosphorus atoms, the product may have cis or trans configura-
tion depending on whether the two groups are on the same or opposite sides of the ring:
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The chemistry of these compounds is discussed in greater detail in Chapter 14.

Carbon atoms have four valence-shell electrons. Because boron and nitrogen atoms have three and
five valence-shell electrons, respectively, one boron and one nitrogen atom are formally equivalent to
two carbon atoms. Therefore, a compound that contains an even number (1) of carbon atoms, could
have an analogous structure that contains n/2 atoms of boron and n/2 atoms of nitrogen. The most
common case of this type is a compound that is analogous to benzene, C;Hg, which has the formula
B3;N;Hg. This compound, sometimes referred to as “inorganic benzene,” is actually borazine, which has
a structure that can be shown using resonance structures analogous to those used to describe benzene:
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Therefore, the borazine molecule is considered to be aromatic. Borazine has many properties that are
similar to those of benzene, although it is more reactive as a result of the B-N bonds being somewhat
polar rather than purely covalent.

The trichloro derivative having a chlorine atom bound to each of the boron atoms is known as
B-trichloroborazine. Borazine can be prepared by several different methods, one of which is the reduc-
tion of the trichloro compound:

6 NaBH, + 2 Cl;B;N;H; — 2 BsNyH, + 6 NaCl + 3 B,Hj (4.19)
Borazine can also be prepared directly by the reaction of diborane with ammonia.
3 B,H, + 6 NH; — 2 B,N;H, +12 H, (4.20)

More of the chemistry of this interesting compound is presented in Chapter 13.

46 BOND ENERGIES

Closely related to molecular structure are the energies associated with chemical bonds. It is frequently
possible to make decisions regarding the stability of alternative structures based on the types of bonds
present. However, because SF, has four S-F single bonds, it is not possible to determine whether the
trigonal pyramidal or irregular tetrahedron is the stable structure because each of them has four bonds.
However, for many situations, bond energies provide a useful tool (see Table 4.1).
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Table 4.1 Average Bond Energies.

Energy, kJ Energy, kJ Energy, kJ
Bond mol ™’ Bond mol ™’ Bond mol ™’
H-H 435 0=S 523 Ge-Ge 188
H-O 459 O-N 201 Ge-H 285
H-F 569 O-P 335 Ge-F 473
H-Cl 431 0O-As 331 pP-P 209
H-Br 368 0-C 360 P-F 498
H-I 297 0=C 799 pP-Cl 331
H-N 389 0=C 1075 P-Br 268
H-P 326 O-Si 464 P-1 215
H-As 297 O=Si 640 Si-F 598
H-Sb 255 O=Si 803 Si-Cl 402
H-S 368 O-Ge 360 As-As 180
H-Se 305 S-S 264 As-F 485
H-Te 241 S=S 431 As-Cl 310
H-C 414 S-cl 272 As-Br 255
H-Si 319 S-Br 212 Cc-C 347
H-Ge 285 S-C 259 c=C 611
H-Sn 251 N-F 280 C=C 837
H-Pb 180 N-CI 188 C-N 305
H-B 389 N-N 159 C-F 490
H-Mg 197 N=N 418 c-cd 326
H-Li 238 N=N 946 C-Br 272
H-Na 201 N=0 594 O-F 213
H-K 184 N-Ge 255 0-S 364
H-Rb 167 N-Si 335
0=0 498 o-cl 205
0-0 142 C=N 615
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Consider a compound such as N(OH);, which we would suspect is not the most stable arrangement
for one nitrogen atom, three oxygen atoms, and three hydrogen atoms. Suppose one reaction of such a
molecule can be written as

N o]
/N\ &O /N

(@]
~

We can consider this reaction as taking place by breaking all the bonds in N(OH); and then making all
the bonds in HNO, (which is actually HONO) and H,O. Breaking the bonds in N(OH); means break-
ing three N-O bonds (201k]J each) and three H-O bonds (459k]J each). The energy required would
be 3(201kJ) + 3(459KkJ) = 1980kJ. When the products form, the bonds formed are two H-O bonds
in water and one H-O bond, one N-O bond (201kJ), and one N=O bond (607kJ) in HNO,. These
bonds give a total of 2185k] for the bonds formed, which means this is the amount of energy released.
Therefore, for the entire process the energy change is (1980kJ] —2185k]) = —205k], so N(OH); should
be unstable with respect to the HNO, and H,O products. Such calculations tell us nothing about
the rate of a process, because the rate depends on the pathway, whereas the thermodynamic stability
depends only on the initial and final states. Even reactions that are energetically favorable may take
place slowly (or not at all) because there may be no low-energy pathway.

An additional example of the use of bond energies will be considered. Earlier in this chapter, we con-
sidered the structure of the cyanate ion, OCN™. Suppose the structures being considered are

[e]

= C= —=N=
| 1l

1ZI
o]
el

and we wish to make a prediction regarding the relative stability of the structures. From the discussion
presented earlier, we know that structure I is more likely because in structure II there is a positive for-
mal charge on the nitrogen atom. The bond energies that are needed are as follows:

C=0799Kk] N=0 594 k]
C=No615k]
If we start with the atoms (and one additional electron) and form the bonds, structure I would release

a total energy of —1414kJ while structure II would release —1209 kJ. Therefore, we predict (correctly)
that the structure for the ion should be OCN™ rather than ONC™. However, the structure

1ZI1

= 0=

el

involves one N=O bond (594 k]J) and one C=0O bond (799K]J), so it appears from bond energies to
be almost as stable as structure I just shown (1414 k] versus 1393 kJ). However, this structure places a
+2 formal charge on the oxygen atom, which is contrary to the principles of bonding. It is best not to



132 CHAPTER4 A Survey of Inorganic Structures and Bonding

stretch the bond energy approach too far and to use it in conjunction with other information such as
formal charges and electronegativities when trying to decide issues related to stability.

The bond energy approach may not always be adequate because it is the free energy change, AG, that is
related to equilibrium constants, and the free energy is given by

AG = AH — TAS (4.22)

Accordingly, the difference in entropy for the structures in question may also be a factor in some cases.
In spite of this, bond energies provide a basis for comparing structures. In order to use this approach,
energies for many types of bonds are needed, and they are given in Table 4.1.

It should always be kept in mind that bond energies are usually average values based on the energies
of bonds in several types of molecules. In a given molecule, a certain bond may have an energy that is
somewhat different from the value given in the table. Therefore, in cases where a decision on the dif-
ference in stability between two structures is based on bond energies, regard small differences as being
inconclusive.

One interesting and highly significant application of bond energies involves the enormous difference
in the character of CO, and SiO,. In the case of CO,, the structure is a monomeric molecule that has
two double bonds,

— C=

[e]]
[e]]

In the case of SiO,, the structure is a network in which oxygen atoms form bridges between silicon
atoms, with each Si being surrounded by four oxygen atoms:
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The 7 bonding in CO, results in strong double bonds that actually are stronger than two C-O single
bonds (C=0 is 745 k] mol !, whereas each C-O is 360k] mol !). Between Si and O, m bonding is not
as strong because of the difference in size of the orbitals on the two atoms. As a result, a Si-O single
bond is 464 k] mol~! (which is stronger than a C-O bond because of the greater polarity), whereas a
Si=0O bond is only 640k] mol~!. Therefore, it is energetically more favorable for carbon to form two
C=0 double bonds, but four Si-O single bonds are more favorable energetically compared to two
Si=O bonds. Carbon dioxide is a monomeric gas, whereas SiO, (which exists in several forms) is an
extended solid that melts at over 1600°C.
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A compound that is less stable than some other compound into which it should transform with a
release of energy may be locked in the less stable form because of the unfavorable kinetics for its trans-
formation. Suppose the reaction

A—B (4.23)

is thermodynamically favorable. If the pathway for the reaction is such that the rate is very slow, A
may not react because of kinetic inertness rather than its thermodynamic stability. Such a situation is
known as kinetic stability rather than thermodynamic stability. A similar situation exists when the fol-
lowing system is considered:

B (formed rapidly but less stable)
A

A (4.24)
N
C (formed slowly but stable)

In this case, the predominant product of the reaction will be B even though it is less stable than C
because of the difference in reaction rates. Sometimes, B is referred to as the kinetic product while C is
called the thermodynamic product.

In this chapter has been presented an elementary discussion of bonding principles that have broad
applicability in the study of inorganic chemistry. These topics have been introduced by showing many
of the important types of structures that are encountered in the study of inorganic materials. These
structures will be revisited in later chapters, but the intent is to show many different types of struc-
tures and the relationships between many of them. Resonance, repulsion, electronegativity, and formal
charge have been used to explain many of the aspects of bonding and they are useful for understand-
ing structures.
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Hl QUESTIONS AND PROBLEMS

1. Draw structures for the following showing correct geometry and all valence shell electrons. (a) OCS; (b) XeF,;
(c) HyTe; (d) ICL,™; (e) BrCl,™; (f) PHs.

2. Draw structures for the following showing correct geometry and all valence shell electrons. (a) SbF,*; (b)
ClO,~; (c) CN,27; (d) CIF5; (e) OPCly; (f) SO52™.

3. Suppose that a molecule is composed of two atoms of phosphorus and one of oxygen. Draw structures for two
possible isomers of the molecule. For the more stable structure, draw the resonance structures. Which structure
is least important?

4. Draw structures for the following showing correct geometry and all valence shell electrons. (a) Cl,O; (b) ONF,
(c) S,05%7; (d) PO5~; (e) ClO5~; (f) ONC™.

5. The bond angle in ONCl is 116°. Explain what this means in terms of hybridization and how hybridization of
orbitals on N allows a 7 bond to be present.

6. Explain why the bond length for two of the N to O bonds in HNOj are shorter than they are in NO; ™.
7. The N-O bond length in NO," is 115 pm, but it is 120 pm in the NO, molecule. Explain this difference.

8. In H3PO,, one P-O bond has a different length than the other three. Would it be shorter or longer than the
others? Why?

9. A P-N single bond normally has a length of approximately 176 pm. In (PNF,); (which contains a six-mem-
bered ring of alternating P and N atoms) a P-N bond length of 156 pm is found. Explain the difference in
bond lengths.

10. The C-O bond has a length of 113 pm, and it is the strongest bond found for a diatomic molecule. Why is it
stronger than the bond in N,, which is isoelectronic?

11. The reaction CaC, + N, — CaCN, + C produces calcium cyanamide, which has been widely used as a fertil-
izer. Draw the structure of the cyanamide ion and describe the bonding.

12. The O=0 and S=S bond energies are 498 and 431 kJ mol !, respectively, and the O-O and S-S bond energies
are 142 and 264. Explain why it is reasonable to expect structures containing sulfur that have extensive catena-
tion but such structures are not expected for oxygen.

13. Why are there two different P-O bond lengths in P,O,,, and why do they differ by such a large extent?
14. Explain the slight difference in N-O bond lengths in NO, ™ (124 pm) and NO3~ (122 pm).

15. In the compound ONF;, the O-N bond length is 116 pm. The N-O single bond length is 121 pm. Draw reso-
nance structures for ONF; and explain the short observed bond length.
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16. Given the bond energies (in kJ mol’l) CO, 360, C=0, 799; Si-0O, 464; and Si=0, 640, explain why extensive
structures containing SiOSi linkages are stable, whereas similar structures containing C-O-C bonds are not.

17. The dehydration of malonic acid, HO,C-CH,-CO,H, produces C30, (known as tricarbon dioxide or carbon
suboxide). Draw the structure for C30, and describe the bonding in terms of resonance structures.

18. Explain why the N-O bond lengths decrease for the following species in the order NO,~ > NO, > NO,".
19. In the solid state, PBrs exists as PBr,*Br~ but PCl; exists as PCl,"PCl; ™. Explain this difference in behavior.

20. The stability of the oxy anions of the group V elements decrease in the order PO,>~ > AsO,> > SbO,>".
Explain this trend in stability.

21. Although the electron affinity of fluorine is less than that of chlorine, F, is more reactive than Cl,. Explain
some of the reasons for this difference in reactivity.

22. Draw the structure for H;IO¢. Explain why iodine can form H;IO, but chlorine does not form H;ClOs.

23. Draw structures for N(OH); and ONOH and show using bond energies why N(OH); would not be expected
to be stable.

24. By making use of bond energies, show that H,CO3; would be expected to decompose into CO, and H,O.

25. Most gem diol compounds of carbon (containing two OH groups on the same carbon atom) are unstable.
Using bond energies, show that this is expected.

26. The following species containing antimony are known: SbCls, SbCl,~, SbCls, SbCl52~, and SbCl . Draw struc-
tures for each and predict bond angles using VSEPR. What type of hybrid orbitals are used by Sb in each case?

27. A reaction that produces NCN3, known as cyanogen azide, is
BrCN + NaN; — NaBr + NCNj; (cyanogen azide)

Draw the structure of cyanogen azide. Speculate on the stability of this molecule.

28. Draw two possible structures for thiocyanogen, (SCN),, and comment on the relative stability of the structures
you draw.

29. Explain why the F-O-F bond angle in OF, is 102°, whereas the CI-O-Cl angle in OCl, is 115°.
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Chapter

Symmetry and Molecular Orbitals

In the previous chapter, the structures of many molecules and ions were described by drawing
structures showing how the electrons are distributed. However, there is another way in which the
structures of molecules are described. That way uses different language and symbols to convey
information about the structures in an efficient, unambiguous way. In this way, the structures of
molecules and ions are described in terms of their symmetry. Symmetry has to do with the spatial
arrangement of objects and the ways in which they are interrelated. For example, the letter “T” has
a plane that bisects it along the “post,” giving two halves that are identical in relationship to that
plane. However, the letter “R” does not have such a plane that divides it into two identical parts.
This simple example illustrates a symmetry characteristic that is known as a plane of symmetry.
There is much more that can be done with symmetry in terms of molecular structure so this chapter
is devoted to this important topic.

5.1 SYMMETRY ELEMENTS

Understanding symmetry as related to molecular structure is learning to look at molecules in ways to
see the spatial relationships of atoms to each other. Visualization of a molecule as a three-dimensional
assembly is accomplished in terms of symmetry elements. Symmetry elements are lines, planes, and
points that have a special relationship to a structure. In the foregoing discussion, it was pointed out
that the letter “T” has a plane that divides it into two identical fragments. That plane is known as a
plane of symmetry or a mirror plane (which is designated as o). The letter “H” also has such a plane that
divides it into two identical parts, the plane perpendicular to the page that cuts the cross bar in half.
There are also lines about which the letter H can be rotated to achieve an orientation that is identi-
cal to that shown. For example, a line in the plane of the page that passes through the midpoint of
the cross bar is such a line. There is another that is perpendicular to the plane of the page that passes
through the center of the cross bar, and a third line about which H can be rotated to give the identical
structure lines in the plane of the page and runs along the cross bar. Rotation by 180° around any of
these three lines gives a structure that is identical to H.

137
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Rotation of the H around either of the lines shown gives the letter in the orientation shown. The third
line is perpendicular to the page and passes through the center of the cross bar.

The lines that we have just described are known as lines of symmetry or rotation axes that are desig-
nated by the letter C. In this case, the angle of rotation required to give the same orientation of H is
180°, so the axes are C, axes. The subscript is an index that is obtained by dividing 360° by the angle
through which the structure must be rotated to give an orientation that is indistinguishable from the
original. Therefore, 360°/180° = 2, so each of the axes is known as a C, axis. To be precise, the axes
that we have described are known more correctly as proper rotation axes. It is important to distinguish
between the proper rotation axis itself and the operation of actually rotating the molecule. Of course
any object can be rotated by 360° to give an orientation that is unchanged so all objects have a C,
axis. Rotations may be carried out sequentially, and the rotation of a molecule m times around an axis
of degree of symmetry n is indicated as C,™.

If we consider the H,O molecule, which has the arrangement of atoms (electrons are not localized and
therefore are not considered when determining symmetry) shown as

we see that there is a line through the oxygen atom that bisects the H-O-H bond angle about which
rotation by 180° would leave the molecule unchanged. That line is a C, axis. Although any line
through the structure is a C; axis, the C, axis is the axis of highest symmetry because a smaller rota-
tion around it gives back the original structure. The axis of highest symmetry in a structure is defined as the
z-axis.

From the structure just shown for the water molecule (and that shown later in Figure 5.5), we can see
that there are also two planes that divide the H,O molecule into identical fragments. One is the plane
of the page; the other is perpendicular to the page and bisects the oxygen atom, leaving one hydrogen
atom on either side. A plane of symmetry is denoted as o. Because we ordinarily take the z axis to be
the vertical direction, both of the planes of symmetry are vertical planes that contain the z-axis. They
are designated as o, planes. The H,O molecule thus has one C, axis and two vertical planes (o,), so its
symmetry designation (also known as the point group) is C,,. We will explain more about such designa-
tions later.
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The structure of the CIF; molecule is based on there being 10 electrons around the central atom (seven
valence electrons from Cl, one from each F atom). As we have seen earlier, unshared pairs of electrons
are found in equatorial positions, so the structure can be shown as

It is easy to see that the line passing through the chlorine atom and the fluorine atom in the equato-
rial position is a C, axis. Rotation about this axis by 180° leaves these two atoms unchanged, but the
fluorine atoms in axial positions are interchanged. There are two planes that bisect the molecule. One
of these is the plane of the page, which cuts all the atoms in half, and the other is the plane perpen-
dicular to that plane that bisects the Cl atom and the fluorine atom in the equatorial position. This
collection of symmetry elements (one C, axis and two vertical planes) means that the CIF; molecule
can also be designated as a molecule having C,, symmetry.

The formaldehyde molecule, H,CO, has a structure that is shown as

G

O—Q —

RN
H H

The line passing through the carbon and oxygen atoms is a C, axis, rotation around which by 180°
leaves those two atoms in their positions but interchanges the positions of the two hydrogen atoms.
Moreover, there are two planes that bisect the molecule. One is perpendicular to the plane of the page
and bisects the carbon and oxygen atoms, leaving one hydrogen on either side. The other plane is the
plane of the page that bisects all four atoms. Therefore, the formaldehyde molecule also has C,, sym-
metry. In each of the cases just described, we find that the molecule has one C, axis and two o, planes
that intersect along the C, axis. These characteristics define the symmetry type known as C,,, which is
also the point group to which the molecule belongs.

The ammonia molecule has a structure that can be shown as
Cs
- T ~H

H
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This pyramidal molecule has a C; axis that runs through the nitrogen atom and through the center of
the triangular base formed by the three hydrogen atoms. Rotation around this axis by 120° leaves the
position of the nitrogen atom unchanged but interchanges the hydrogen atoms. Viewed from the top
looking down the Cj axis, the ammonia molecule is seen as

Hy
N
H1/ \H3

The subscripts on the hydrogen atoms are to identify their positions. Clockwise rotation by 120°
around the Cs axis results in the molecule having the orientation

H1
pd N ~
H3 H2

There are also three mirror planes that bisect the molecule along each N-H bond. Therefore, the NHj3
molecule has one C; axis and three o, planes, so the point group for the molecule is Cj,,.

The BF; molecule has a planar structure which can be shown as
Cs

F2\

/

Fy

B—F,

with a C; axis perpendicular to the plane of the molecule. Rotation of the molecule by 120° around
that axis causes the fluorine atoms to interchange positions but gives an orientation that is identical to
that shown:
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B FIGURE5.1  The BF; molecule showing planes of symmetry.

In addition to the Cj; axis (the z-axis), there are also three vertical planes of symmetry which can be
seen clearly in Figure 5.1. They are perpendicular to the plane of the molecule and bisect the molecule
along each B-F bond. Because the molecule is planar, there is also a horizontal plane of symmetry
(o) that bisects all four of the atoms. Each B-F bond is also a C, axis because rotation around the
bond would give the same orientation of the molecule except for changing the positions of the fluo-
rine atoms. One of the C, axes is shown above, and rotation by 180° around that axis would produce
the orientation

Note that each of the C, axes not only is coincident with a B-F bond but also is the line of intersection of
the horizontal plane with one of the vertical planes. It is generally true that the intersection of a vertical
plane of symmetry with a horizontal plane generates a C, axis. The list of symmetry elements that we have
found for the BF; molecule includes one C; axis, three vertical planes (o,), three C, axes, and one horizon-
tal plane (03). A molecule possessing these symmetry elements, such as BF;, SO5;, CO52~, and NO;~, is said
to have D3;, symmetry. In the cases of H,O, CIF;, H,CO, and NHj3, the symmetry elements included only a
C, axis and n vertical planes. These molecules belong to the general symmetry type known as C,,,. Molecules
that have a C,, axis and also have n C, axes perpendicular to the C, axis are known as D,, molecules.

The XeF,; molecule has a planar structure with unshared pairs of electrons above and below the plane.
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A line perpendicular to the plane of the molecule that passes through the Xe atom is a C, axis. There
are four vertical mirror planes that intersect along the C, axis. Two of them cut the molecule along
opposite Xe-F bonds; the other two bisect the molecule by bisecting opposite F-Xe-F angles. One of
these planes cuts the horizontal plane of the molecule along the C, axis shown in the drawing. There
is, of course, a horizontal plane of symmetry, ;. The intersections of the four vertical planes with the
horizontal plane generates four C, axes that are perpendicular to the C, axis.

However, the XeF, molecule has one additional symmetry element. The center of the Xe atom is a
point through which each fluorine atom can be moved the same distance that it was originally from
that point to achieve an orientation that is identical with the original. If this operation is carried out
with the XeF, molecule oriented as just shown, the resulting orientation can be shown as

A center of symmetry (designated as i) is a point through which each atom can be moved a like dis-
tance to achieve an orientation that is identical to the original. The center of the Xe atom in XeF, is
such a point. Having four C, axes perpendicular to the C, (as a result of having a horizontal plane of
symmetry), the XeF, belongs to the D4, symmetry type.

Linear molecules belong to one of two symmetry types. The first is typified by HCN, which has the
structure

H-C=N — C_

Rotation of the molecule any angle around the axis that lies along the bonds gives the same orienta-
tion. The rotation may even be by an infinitesimally small angle. Division of 360° by such a small
angle gives a value approaching infinity, so the axis is known as a C., axis. An infinite number of planes
that intersect along the C,. axis bisect the molecule. Having a C., axis and an infinite number of o,
planes, the symmetry type is C.,. Some other molecules and ions that have this symmetry are N,0O,
OCS, CNO™, SCN™, and HCCE.

Linear molecules having a different symmetry type are typified by CO,, which has the structure

Co
0
0=C=0-—C.

In this case, the C.. axis (the z or vertical axis) functions as it did in the case of HCN, and there are an
infinite number of o, planes that intersect along the C,, axis. However, the molecule also has a plane of
symmetry that bisects the carbon atom, leaving one oxygen atom on either side. Because that plane is
perpendicular to the C., axis, it is a horizontal plane. The intersection of an infinite number of vertical
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planes with a horizontal plane generates an infinite number of C, axes, one of which is shown above.
Moreover, the molecule has a center of symmetry, the center of the carbon atom. A center of symmetry
is a point through which each atom can be moved the same distance it lies from the point initially to
achieve an identical orientation of the molecule. The symmetry type (point group) that corresponds to
one C, axis, an infinite number of o, planes, one horizontal ¢;, plane, an infinite number of C, axes
perpendicular to the C,, and a center of symmetry is known as D.,. Linear molecules that have a cen-
ter of symmetry belong to this point group. In addition to CO,, other examples of molecules of this
type include XeF,, ICl, ", CS,, and BeF,.

In addition to molecules having the symmetry types discussed previously, there are a few special types.
One of them is illustrated by the molecule ONCI. This molecule has the structure

N
N
7 Ne

This molecule has no rotation axis of higher symmetry than C,. However, it does have one plane of
symmetry, the one that bisects all three of the atoms. A molecule that has only a plane of symmetry is
designated as C;.

A tetrahedral molecule such as CH, or SiF, illustrates another of the special symmetry types. The struc-
ture of CH, is shown in Figure 5.2, which shows the four bonds as being directed toward opposite cor-
ners of a cube. It should be readily apparent that each of the C-H bonds constitutes a C; axis, and that
there are four such axes. Three mirror planes intersect along a C; axis, which suggests that there should
be 12 such planes. However, each plane of this type also bisects the molecule along another C-H bond
so there are actually only six planes of symmetry. Although a tetrahedron has a geometric center, there
is no center of symmetry. However, it is also apparent that each of the coordinate axes is a C, axis,
and there are three such axes. These C, axes bisect pairs of H-C-H bond angles. When considering
a tetrahedral structure, we encounter a type of symmetry element different from those we have seen
so far.

M FIGURES5.2  The tetrahedral CH, molecule shown in relationship to a cube.
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Consider the z-axis in the tetrahedral structure shown in Figure 5.2. If the molecule is rotated by 90°
clockwise around that axis and each atom is reflected through the xy plane, the structure obtained is
identical to that of the original molecule. The operation of rotating a molecule around an axis and
then reflecting each atom through a plane perpendicular to the axis of rotation defines an improper
rotation axis, which is designated as an S axis. Each of the three axes in the coordinate system for a
tetrahedral molecule is an improper rotation axis. Because the amount of rotation required to produce
an orientation like the original is 90°, the axes are S, axes.

It should be noted that if one hydrogen atom (on the z-axis) in the CH, structure is replaced by F the
resulting molecule, CH3E no longer has T, symmetry. In fact, there is a C; axis that runs along the C-F
bond and three vertical planes that intersect along that axis so the symmetry is reduced to C;,. We say
that the symmetry is reduced because there are not as many symmetry elements present as there were
in the original molecule.

Collectively, the symmetry elements present in a regular tetrahedral molecule consist of three S, axes,
four C; axes, three C, axes (coincident with the S, axes), and six mirror planes. These symmetry ele-
ments define a point group known by the special symbol T,.

The chair conformation of the cyclohexane molecule, which can be shown as

L7

also illustrates the nature of an improper rotation axis. That structure can also be visualized as shown
in Figure 5.3 with the z-axis pointing out of the page. Atoms represented as filled circles lie above the
plane of the page while those represented by open circles lie below the page. The z-axis is a C; axis, but
it is also an S; axis. Rotation around the z-axis by 36096 followed by reflection of each atom through
the plane of the page (which is the xy plane that is perpendicular to the axis about which the molecule
is rotated) gives the identical orientation of the molecule. It should be apparent that in this case rota-
tion around the z-axis by 120° accomplishes the same result as the S; operation.

From the foregoing discussion, it should be apparent that the S; axis and the operations performed
can be described as
Ce0

w = Se

M FIGURE5.3 A representation of the cyclohexane molecule. Filled circles represent atoms above the plane of the page and open circles represent
atoms below the page.
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in which there is rotation around the z-axis by 120° followed by reflection of each atom through the
xy plane. Performing the operations twice would give
2.0,2=Cy=CyE

S¢? = Cg0,Cs-0, = Cg? -0y,

where E is known as the identity operation.

Another of the special symmetry types is the regular octahedron, which is illustrated by the structure of
the SF; molecule. The lines that run along pairs of bonds at 180° to each other are C, axes, and there are
four of them. A regular octahedron has four triangular faces on both the top and bottom halves of the
structure. A line drawn through the center of a triangular face on the top half of the structure and out the
center of the triangular face opposite it on the bottom half of the structure is an S5 axis. There are four
axes of this type. Lines drawn to bisect opposite pairs of bond angles are C, axes, and there are eight of
them. There are a total of nine mirror planes, and a molecule that has a regular octahedral structure also
has a center of symmetry, i. All of these symmetry elements are typical of a symmetry type known as Oy,.

In Chapter 4, the icosahedral structure of the B;, molecule was shown. Although all of the symmetry ele-
ments of a molecule having this structure will not be enumerated, the symmetry type is known as I;,.

Although not listed among the symmetry elements for a structure, there is also the identity operation,
E. This operation leaves the orientation of the molecule unchanged from the original. This operation is
essential when considering the properties that are associated with group theory. When a C,, operation
is carried out n times, it returns the structure to its original orientation. Therefore, we can write

During the study of inorganic chemistry, the structures for a large number of molecules and ions will
be encountered. Try to visualize the structures and think of them in terms of their symmetry. In that
way, when you see that Pt>* is found in the complex PtCl,*>~ in an environment described as D,;, you
will know immediately what the structure of the complex is. This “shorthand” nomenclature is used
to convey precise structural information in an efficient manner. Table 5.1 shows many common struc-
tural types for molecules along with the symmetry elements and point groups of those structures.

5.2 ORBITAL SYMMETRY

The mathematics that gives the rules for manipulating groups is known as group theory. Before we can
describe how to make use of symmetry to describe molecular orbitals and molecular structure, we will
present a very brief introduction to the basic ideas related to group theory. A group consists of a set of
symmetry elements and the operations that can be performed on the set. The group must obey a set of
rules that will be presented later. At this point, we need only to use the designations as follows, which
for the present can be regarded as definitions that will be amplified later.

A denotes a nondegenerate orbital or state that is symmetric around the principal axis.
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Table 5.1 Common Point Groups and Their Symmetry Elements.

Point Group Structure Symmetry Elements Examples

G — None CHFCIBr

G — One plane ONClI, 0sCl,

G — One G, axis H,0,

Gy Bent AB, or planar XAB, One G, axis and two o, planes at 90° NO,, H,CO

G, Pyramidal AB; One C; axis and three o, planes NH;, SO5%7, PH;

Coy — One C, axis and n o, planes BrFs (C4,)

Coy Linear ABC One C, axis and o ¢, planes OCS, HCN, HCCH

Dy, Planar Three G, axes, one oy, two o, planes CyHy N,O4
andi

D3y, Planar AB; or ABs trigonal One G; axis, three G, axes, BF3, NO;~, CO527, PCls

bipyramid three o, and one o},

Dy, Planar AB, One C, axis, four G, axes, four o,, one XeF,, IF,~, PtCl,2~
op and i

D..p Linear AB, One C, axis, one gy, > 0, CO,, XeF,, NO,*
planes and i

Ty Tetrahedral AB, Four G;, three C,, and three S, CH,4, BF,~, NH, "
and six o, planes

(o8 Octahedral ABg Three C,, four G, six C,, and SFe, PFs~, Cr(CO)g
four Sg axes, nine o, and i

I Icosahedral Six Cs5, 10 G5, 15 C,, and B1y BioHqp2 ™
20 Sg axes, and 15 planes

B denotes a nondegenerate orbital or state that is antisymmetric around that axis.
E and T denote doubly and triply degenerate states, respectively.

Subscripts 1 and 2 indicate symmetry or antisymmetry, respectively, with respect to a rotation axis
other than the principal axis of symmetry.

In Chapter 3, the molecular orbital approach was used to describe the bonding in diatomic molecules.
When considering more complicated molecules, the molecular orbital approach is more complicated,
but the use of symmetry greatly simplifies the process of constructing the energy level diagrams. One
important aspect of the use of symmetry is that the symmetry character of the orbitals used in bonding
by the central atom must match the symmetry of the orbitals on the peripheral atoms. For example, the
combination of two hydrogen atom 1s wave functions, ¢,,(1) + ¢14(2), transforms as A; (or 4, if molec-
ular orbitals are described), but the combination ¢ (1) — ¢,(2) transforms as B, (or b, for the molecu-
lar orbitals). From the character tables, it can be seen that a singly degenerate state that is symmetric
about the internuclear axis is designated as A;. A singly degenerate state that is antisymmetric about the
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by
/ 4 s & s,

\

’

prs, ——— — i,

a;

1 Sy + o S,

B FIGURE5.4  Two combinations of 1s wave functions that give different symmetry.

internuclear axis is designated as B;. As shown in Chapter 3, the orbital combinations ¢;,(1) + ¢;,(2)
and ¢5(1) — ¢15(2) represent the bonding and antibonding molecular orbitals for the H, molecule.
Therefore, the qualitative molecular orbital diagram for the H, molecule can be constructed as shown in
Figure 5.4.

Although it is stated here without proof, it can be shown that the irreducible representations of any
group are orthogonal. Only combinations of orbitals that have the same irreducible representation give nonzero
elements in the secular determinant. For a 2s orbital, any of the four operations on the C, group leaves
the 2s orbital unchanged. Therefore, the 2s orbital transforms as A;. It can also be seen that the signs
of the p, orbital are unchanged under the E and o,, operations, but the C, and o, operations do change
the signs of the orbital, which means that it transforms as B;. The p, orbital does not change signs dur-
ing the C,, E, 0., or 0, operations so it transforms as A;. Following this procedure, it is found that the
p, orbital transforms as B,. We can summarize the symmetry character of the valence shell orbitals on
the oxygen atom as follows:

Orbital Symmetry
2s A,
2p, A
2p, B,
2p, B,

Molecular orbitals are constructed in such a way that the combinations of atomic orbitals are the same
as the irreducible representations of the groups that conform to the symmetry of the molecule. The
character table for the point group to which the molecule belongs lists these combinations. Because
H,O is a C,, molecule, the character table shown later in this chapter lists only A;, A,, By, and B, in
accord with the symmetry of the oxygen orbitals listed earlier. The orbitals from both hydrogen atoms
must be combined in such a way that the combination matches the symmetry of the oxygen orbitals.
The combinations of hydrogen orbitals are known as group orbitals. Because they are combined in such
a way that they match the symmetry of the orbitals on the central atom, they are sometimes referred to
as symmetry adapted linear combinations, SALC.

The two combinations of hydrogen orbitals are ¢;,(1) + ¢;,(2) and ¢15(1) — ¢1,(2), which have A; and
B, symmetry (or a; and b, symmetry for orbitals). From the table just shown, it can be seen that the
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2s and 2p, oxygen orbitals have an A; symmetry designation, so their combinations with the hydrogen
group orbitals produce a; and b; molecular orbitals. To deal with more complicated molecules, we
need to know how s and p orbitals transform in environments of different symmetry. The designations
for the s and p orbitals on the central atom in several structural types will be shown later.

5.3 A BRIEF LOOK AT GROUP THEORY

The mathematical apparatus for treating combinations of symmetry operations lies in the branch of
mathematics known as group theory. A mathematical group behaves according to the following set of
rules. A group is a set of elements and the operations that obey these rules.

1. The combination of any two members of a group must yield another member of the group
(closure).

2. The group contains the identity, E, multiplication by which commutes with all other members
of the group (EA = AE) (identity).

3. The associative law of multiplication must hold so that (AB)C = A(BC) = (AC)B (associative).

4. Every member of the group has a reciprocal such that B+ B~! = B~! - B = E where the reciprocal
is also a member of the group (inverse).

Let us illustrate the use of these rules by considering the structure of the water molecule shown in
Figure 5.5.

First, it is apparent that reflection through the xz plane, indicated by o,,, transforms H" into H”. More
precisely, we could say that H and H” are interchanged by reflection. Because the z-axis contains a C,
rotation axis, rotation about the z-axis of the molecule by 180° will take H' into H” and H” into H’,
but with the “halves” of each interchanged with respect to the yz plane. The same result would follow
from reflection through the xz plane followed by reflection through the yz plane. Therefore, we can
represent this series of symmetry operations in the following way:

W FIGURE5S.5  Symmetry elements of the water molecule.
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where C, is rotation around the z-axis by 360%2. This establishes that C, and o,, are both members of
the group for this molecule. We see that in accord with rule 1 that the combination of two members of
the group has produced another member of the group, C,.

If reflection through the xz plane is followed by that operation, the molecule goes back to
the same arrangement shown in Figure 5.5. Symbolically, this combination of operations can be
described as

O 0y =E
Also, from the figure it easy to see that

0y 0y, = E
and

C,C,=E

Further examination of Figure 5.5 shows that reflection through the yz plane, o), will cause the
“halves” of the H and H” atoms lying on either side of the yz plane to be interchanged. If we perform
that operation and then rotate the molecule by 360°/2 around the C, axis, we achieve exactly the same
result that reflection through the xz plane produces. Thus,
ayz .CZ T Ox = CZ 'Uyz

In a similar way, it is easy to see that reflection through the xz plane followed by a C, operation gives
the same result as o,.. Finally, it can be seen that the reflections 0., and oy, in either order lead to the
same orientation that results from the C, operation:

The associative law, rule 3, has also been demonstrated here. Additional relationships are provided by
the following:

E-E=E
C, E=C, = E-C,

o, E=0,=Eo0, et

All of these combinations of operations can be summarized in a group multiplication table like that
shown in Table 5.2. The multiplication table (see Table 5.2) for the C,, group is thus constructed so
that the combination of operations follow the four rules presented at the beginning of this section.
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Table 5.2 Multiplication of Symmetry Operations for the H,O (C,,) Molecule.

E C, @y Oy
E E G Oxz Oy,
CZ CZ E O—yz Oxz
Oxz Oxz Uyz E C2
Oyz Oy, Oyz G E

Start with the operation in the left-hand column and proceed to the desired operation at the top of a column. Then, read down that column to
obtain the desired product.

Obviously, a molecule having a different structure (symmetry elements and operations) would require
a different table.

To provide further illustrations of the use of symmetry elements and operations, the ammonia mol-
ecule, NH;, will be considered (Figure 5.6). Figure 5.6 shows that the NH;3; molecule has a C; axis

through the nitrogen atom and three mirror planes containing that Cs axis. The identity operation, E,
and the C;? operation complete the list of symmetry operations for the NH; molecule. It should be

apparent that

CyCy = C4?
C;2:Cy = C43C2 = E
ooy = E=o0,0, =050;

Reflection through o, does not change H” but it does interchange H' and H". Reflection through o,
leaves H' in the same position but interchanges H” and H". We can summarize these operations as

Oz
H < > H”

HHI 6 61 ) HH

However, C;% would move H' to H”, H” to H’, and H"” to H”, which is exactly the same orientation as
that o, followed by o, produced. It follows, therefore, that

ey = (.2
oy01 = Gy

This process could be continued so that all the combinations of symmetry operations would be
worked out. Table 5.3 shows the multiplication table for the C;, point group, which is the point group
to which a pyramidal molecule such as NH; belongs.
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B FIGURE5.6  The pyramidal NH; molecule, which has G, symmetry. In (b), the G axis is directed upward perpendicular to the plane of the paper
at the nitrogen atom.

Table 5.3 The Multiplication Table for the G5, Point Group.

E C; @3 o o, o3
E E G 2 o, o5 o3
G G G E 03 71 02
G? G’ E G 02 I3 01
o4 o, 05 o3 E G G?
05 o) 03 o4 G? E (&
03 03 01 72 G Caz E

Multiplication tables can be constructed for the combination of symmetry operations for other point
groups. However, it is not the multiplication table as such which is of interest. The multiplication table
for the C,, point group is shown in Table 5.2. If we replace E, C,, 0., and o), by +1, we find that the
numbers still obey the multiplication table. For example,

Cyoy=0,=11=1

Thus, the values of the operations all being +1 satisfies the laws of the C,, group. This set of four num-
bers (all +1) provides one representation of the group. Another is given by the relationships

E=1C=10,=-10,=-1

which also obey the rules shown in the table. From other relationships, we know that the character
table summarizes the four irreducible representations for the C,, point group. The symbols at the left
in Table 5.4 give the symmetry properties of the irreducible representation of the group. We will now
briefly discuss what the symbols mean.
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Table 5.4 Character Table for the C,, Point Group.

E (& s Oyz
A, 1 1 1 1
A, 1 1 -1 -1
B, 1 -1 1 -1
B, 1 -1 -1 1

M FIGURES.7 A unit vector lying along the x-axis.

Suppose we have a vector of unit length lying coincident with the x-axis as shown in Figure 5.7. The
identity operation does not change the orientation of the vector. Reflection in the xz plane leaves the
vector unchanged but reflection through the yz plane changes it to a vector of unit length in the —x
direction. Likewise, the C, operation around the z-axis changes the vector in the same way. Therefore,
the vector is said to transform as +1 for the operations E and o,, but it transforms as —1 for the opera-
tions C, and o,,. Table 5.4 shows the row containing these numbers (+1, —1, +1, and —1 under the
operations E, C, oy, and o,,, respectively) labeled as B;. It is easy to show how the other rows can be
obtained in a similar manner. The four representations, A;, A,, B;, and B, are the irreducible represen-
tations of the C,, group. It can be shown that these four irreducible representations cannot be sepa-
rated or decomposed into other representations.

For a given molecule belonging to a particular point group, it is possible to consider the various symme-
try species as indicating the behavior of the molecule under symmetry operations. As will be shown later,
these species also determine the ways in which the atomic orbitals can combine to produce molecular
orbitals because the combinations of atomic orbitals must satisfy the character table of the group. We
need to give some meaning that is related to molecular structure for the species A, B,, and so on.

The following conventions are used to label species in the character tables of the various point groups:

1. The symbol A is used to designate a nondegenerate species that is symmetric about the principal axis.

2. The symbol B is used to designate a nondegenerate species that is antisymmetric about the prin-
cipal axis.
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3. The symbols E and T represent double and triply degenerate species, respectively.

4. If a molecule possesses a center of symmetry, the subscript g indicates symmetry with respect to
that center, and the subscript u indicates antisymmetry with respect to that center.

5. For a molecule that has a rotation axis other than the principal one, symmetry or antisymmetry
with respect to that axis is indicated by subscripts 1 or 2, respectively. When no rotation axis
other than the principal one is present, these subscripts are sometimes used to indicate symme-
try or antisymmetry with respect to a vertical plane, o,.

6. The marks ' and " are sometimes used to indicate symmetry or antisymmetry with respect to a
horizontal plane, o,

It should now be apparent how the species A, A,, B;, and B, arise. Character tables have been worked
out and are tabulated for all the common point groups. Presenting all the tables here would go beyond
the scope of the discussion of symmetry and group theory as used in this book. However, tables for
some common point groups are shown in Appendix B.

We have barely scratched the surface of the important topic of symmetry. An introduction such as that
presented here serves to introduce the concepts and the nomenclature as well as making one able to
recognize the more important point groups. Thus, the symbol T4 or Dy, takes on precise meaning in
the language of group theory. The applications of group theory include, among others, coordinate
transformations, analysis of molecular vibrations, and the construction of molecular orbitals. Only the
last of these uses will be illustrated here. For further details on the applications of group theory, see the
books by Cotton and by Harris and Bertolucci listed in the references.

54 CONSTRUCTION OF MOLECULAR ORBITALS

The application of symmetry concepts and group theory greatly simplifies the construction of molecu-
lar orbitals. For example, it can be shown that the combination of two hydrogen 1s wave functions
d15(1) + ¢14(2) transforms as A, (usually written as a; when orbitals are considered) and the com-
bination ¢,(1) — ¢,(2) transforms as B, (sometimes written as b;). According to the description
of species in the character tables, we see that the A; combination is a singly degenerate state that is
symmetric about the internuclear axis. Also, the B; combination represents a singly degenerate state
that is antisymmetric about the internuclear axis. Therefore, the states described by the combinations
(615(1) + ¢15(2)) and (p15(1) — é15(2)) describe the bonding (a;) and antibonding (b;) molecular
orbitals, respectively, in the H, molecule as shown in Figure 5.4.

For any group, the irreducible representations must be orthogonal. Therefore, only interactions of
orbitals having the same irreducible representations lead to nonzero elements in the secular deter-
minant. It remains, then, to determine how the various orbitals transform under different symmetry
groups. For H,O, the coordinate system is shown in Figure 5.5. Performing any of the four operations
possible for the C,, group leaves the 2s orbital unchanged. Therefore, that orbital transforms as A;.
Likewise, the p, orbital does not change sign under E or o,, operations, but it does change signs under
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C, and o, operations. This orbital thus transforms as B;. In a like manner, we find that p, transforms
as A, (does not change signs under C,, E, oy, or 0, operations). Although it may not be readily appar-
ent, the p, orbital transforms as B,. Using the four symmetry operations for the C,, point group, the

valence shell orbitals of oxygen behave as follows:
Orbital Symmetry
2s A
2p, A
2py B,
2p, B,

The possible wave functions for the molecular orbitals for molecules are those constructed from the
irreducible representations of the groups giving the symmetry of the molecule. These are readily found
in the character table for the appropriate point group. For water, which has the point group C,,, the
character table (see Table 5.4) shows that only A;, A,, B;, and B, representations occur for a molecule

having C,, symmetry.

We can use this information to construct a qualitative molecular orbital scheme for the H,O molecule
as shown in Figure 5.8. In doing this, we must recognize that there are two hydrogen 1s orbitals and
the orbitals from the oxygen atom must interact with both of them. Therefore, it is not each hydrogen

1s orbital individually that is used, but rather a combination of the two. These combinations are called

group orbitals, and this case the combinations can be written as (¢15(1) + ¢1,(2)) and (¢15(1) — ¢15(2))-
In this case, the 2s and 2p, orbitals having A; symmetry mix with the combination of hydrogen 1s
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W FIGURE5.8 A molecular orbital diagram for the H,0 molecule.
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orbitals having A; symmetry to produce three molecular orbitals having A; symmetry (one bonding,
one nonbonding, and one antibonding). The 2p, orbital having B, symmetry combines with the com-
bination of hydrogen orbitals having the same symmetry (¢;4(1) — ¢1,(2)). The 2p, orbital remains
uncombined as a 2p, orbital that does not have the correct symmetry to interact with either of the
combinations of hydrogen orbitals. Therefore, it remains as a nonbonding 7 orbital of b designation.
In the case of H,O, the four orbitals of lowest energy will be populated because the atoms have a total
of eight valence shell electrons. Therefore, the bonding can be represented as

(@) () (a,")?(by)?

As in the case of atomic orbitals and spectroscopic states (see Chapter 2), we use lowercase letters to
denote orbitals or configurations and uppercase letters to indicate states. It should also be pointed out that
the a, and b, orbitals are ¢ bonding orbitals, but the b, molecular orbital is a nonbonding 7 orbital.

Having considered the case of the H,0 molecule, we would like to be able to use the same procedures
to construct the qualitative molecular orbital diagrams for molecules having other structures. To do
this requires that we know how the orbitals of the central atom transform when the symmetry is differ-
ent. Table 5.5 shows how the s and p orbitals are transformed, and more extensive tables can be found
in the comprehensive books listed at the end of this chapter.

If we now consider a planar molecule like BF; (Dj3j, symmetry), the z-axis is defined as the C; axis. One
of the B-F bonds lies along the x-axis as shown in Figure 5.9. The symmetry elements present for this
molecule include the C; axis, three C, axes (coincident with the B-F bonds and perpendicular to the
C; axis), three mirror planes each containing a C, axis and the C; axis, and the identity. Thus, there are
12 symmetry operations that can be performed with this molecule. It can be shown that the p, and p,
orbitals both transform as E" and the p, orbital transforms as A,”. The s orbital is A;" (the prime indicat-
ing symmetry with respect to oy,). Similarly, we could find that the fluorine p, orbitals are A, E;, and
E;. The qualitative molecular orbital diagram can then be constructed as shown in Figure 5.10.

Table 5.5 Central Atom s and p Orbital Transformations under Different Symmetries.

Orbital
Point Group Structure S Px py p;
Gy Bent triatomic Ay B, B, A
G, Pyramidal A E E A
D3, Trigonal planar A E E A
Cay Pyramidal Ay E E A
Dyp Square planar A E, E, Ay
Ty Tetrahedral A T, T, T,
Oy Octahedral A Tiu Tiu Tiu
D.p Linear g 3, 3, D
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M FIGURE5.10 A molecular orbital diagram for the BF; molecule.

It is readily apparent that the three o bonds are capable of holding the six bonding electrons in the a;’
and ¢’ molecular orbitals. The possibility of some 7-bonding is seen in the molecular orbital diagram
as a result of the availability of the a,” orbital, and in fact there is some experimental evidence for this
type of interaction. The sum of the covalent radii of boron and fluorine atoms is about 152 pm (1.52
A), but the experimental B-F bond distance in BF; is about 129.5 pm (1.295 A). Part of this “bond
shortening” may be due to partial double bonds resulting from the 7-bonding. A way to show this is
by means of the three resonance structures of the valence bond type that can be shown as

n
n
n

From these resonance structures, we determine a bond order of 1.33 for the B-F bonds, which would
predict the observed bond shortening. However, another explanation of the “short” B-F bonds is based
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B FIGURE5.11  The reqular tetrahedral structure.

on the fact that the difference in electronegativity between B and F is about 2.0 units, which causes the
bonds to have substantial ionic character. In fact, calculations show that the positive charge on boron
is probably as high as 2.5 to 2.6, indicating that the bonding is predominantly ionic. The B*" ion is
very small, and as will be shown in Chapter 7, the relative size of the cation and anion determines
the number of anions that can be placed around a cation in a crystal. In the case of BF;, only three F~
ions can surround B**, so there is no possibility of forming an extended network as is required in a
crystal lattice. Therefore, it is likely that BF; is best considered as a monomer that is in reality an “ionic
molecule.”

Having seen the development of the molecular orbital diagram for AB, and AB; molecules, we will
now consider tetrahedral molecules such as CH,, SiH,, or SiF,. In this symmetry, the valence shell s
orbital on the central atom transforms as A;, whereas the p,, p,, and p, orbitals transform as T, (see
Table 5.5). For methane, the combination of hydrogen orbitals that transforms as A is

¢15(1) + ¢13(2) + ¢ls(3) + ¢ls(4)
and the combination transforming as T is
¢15(1) + ¢15(2) - ¢ls(3) - ¢ls(4)

where the coordinate system is as shown in Figure 5.11.

Using the orbitals on the carbon atom and combining them with the group orbitals from the four
hydrogen atoms (linear combinations of orbitals having symmetry matching the carbon atom orbit-
als) we obtain the molecular orbital diagram shown in Figure 5.12.

The hydrogen group orbitals are referred to as symmetry adjusted linear combinations (SALC). Although
their development will not be shown here, the molecular orbital diagrams for other tetrahedral mol-
ecules are similar.

For an octahedral AB; molecule such as SF;, the valence-shell orbitals are considered to be the s, p, and
d orbitals of the central atom. It is easy to see that a regular octahedron has a center of symmetry so
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W FIGURE5.12  The molecular orbital diagram for a tetrahedral molecule such as CH,.

that g and u designations must be used on the symmetry species to designate symmetry or asymmetry
with respect to that center. Clearly the s orbital transforms as A,. The p orbitals being directed toward
the corners of the octahedron are degenerate and change sign upon reflection through the center of
symmetry. They thus constitute a Ty, set. Of the set of d orbitals, the d.2 and d,2_2 orbitals are directed
toward the corners of the octahedron, and they do not change sign upon inversion through the center

of symmetry. Thus, these orbitals are designated as E,. The remaining d,,, d,, and d,, orbitals form a
triply degenerate nonbonding set designated as T»,.

If we consider only o bonding, we find that Ty, E,, and A,, orbitals are used by the six groups attached.
The resulting energy level diagram is shown in Figure 5.13.

In this section, we have seen how symmetry considerations are used to arrive at qualitative molecu-
lar orbital diagrams for molecules having several common structural types. The number of molecules
and ions that have C,,, Cs,, C.,, Dy, T; or O, symmetry is indeed large. Energy level diagrams such
as those shown in this section are widely used to describe structural, spectroscopic, and other proper-
ties of the molecules. We have not, however, set about to actually calculate anything. In Chapter 17
we will present an overview of the molecular orbital approach to the bonding in coordination com-
pounds. The more sophisticated mathematical treatments of molecular orbital calculations are beyond

the intended scope of this inorganic text, and they are not necessary for understanding the basic appli-
cations of symmetry to molecular orbital diagrams.

5.5 ORBITALS AND ANGLES

Up to this point in this chapter, we have approached the description of the molecular orbitals for mol-
ecules with the structure already being known. Intuitively, we know that the H,O molecule has an
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Orbitals on six B atoms

angular structure, whereas the BeH, molecule is linear. From prior experience, we know that there are

eight electrons around the central atom in H,O, but only four around the Be atom in BeH,. We now
want to address the difference in structure using the molecular orbital approach.

One of the simplest approaches to comprehensive molecular orbital calculations is the extended
Hiickel method. This method was developed by Roald Hoffman in the 1960s, and it was applied to
hydrocarbon molecules. From the discussion presented in Chapters 2 and 3, we know that one of the
first things that has to be done is to choose the atomic wave functions that will be used in the calcula-
tions. One of the most widely used types of wave functions is that known as the Slater wave functions
(see Section 2.4). In the extended Hiickel method, the molecular wave functions are approximated as

Ui =) e (5.1)
j
where j = 1, 2, ..., n. For a hydrocarbon molecule having the formula C,H,,, there will be m hydrogen

1s orbitals, n carbon 2s orbitals, and 3n carbon 2p orbitals. Although the details will not be shown,
this combination of orbitals leads to a secular determinant of dimension 4n + m. Unlike the original
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method developed by Erich Hiickel, which neglected all interactions except between adjacent atoms,
the extended Hiickel method retains the off-diagonal elements so it takes into account additional
interactions between atoms in the molecule. As was described in Chapter 3, there are both Coulomb
and exchange integrals to evaluate, and the overlap integrals must be approximated.

Coulomb integrals, written as H;;, represent the binding energy of an electron in atom i. Therefore, by
Koopmans' theorem, these energies are equivalent in magnitude to the ionization potential of an elec-
tron from those orbitals. Accordingly, the values used (in electron volts) are as follows: H(1s), —13.6;
C(2s), —21.4; and C(2p), —11.4. Next, it is necessary to represent the exchange integrals, written as H,
and one of the most common ways is to use the Wolfsberg-Helmholtz approximation,

ijr

H; = 0.5K (H; + Hj)S; (5.2)

where K is a constant having a value of approximately 1.75 and S is the overlap integral for the wave
functions for the orbitals on atoms i and j.

Although the overlap integral for two 1s wave functions is a function of internuclear distance, the sit-
uation is different when p orbitals are involved. Because of their angular character, the overlap of a
p orbital with two hydrogen 1s orbitals will have a value that depends on the angle formed by the
H-X-H bonds. Therefore, an adjustment that depends on the bond angle must be made to the value
of the overlap integral. When the molecular orbital energies are calculated, it is found that they vary
(as is expected) depending on the bond angle. In fact, the bond angle can be treated as an adjustable
parameter and the energies of the molecular orbitals can be plotted as a function of the bond angle
as it is varied from 90° to 180°. It must be remembered that the molecular orbitals will have differ-
ent designations that depend on symmetry. A linear H-X-H molecule will give rise to o, 0, and two
degenerate 7, molecular orbitals (that are perpendicular to the axis of the molecule). As was shown
earlier in this chapter, if the bond angle is 90°, the molecular orbitals will be a,, b,, a,, and b, (in order
of increasing energy).

Knowing how the orbitals are arranged in terms of energy, we can make a graph (that is only qualita-
tive) to show the energy of the orbitals as the bond angle is varied from 90° to 180°. A diagram of this
type was prepared by Arthur D. Walsh over half a century ago, and it is appropriately known now as
a Walsh diagram. Figure 5.14 shows the diagram for a triatomic molecule. When interpreting this dia-
gram, it is essential to have a mental picture of how the two hydrogen 1s orbitals interact with the s
and p orbitals on the central atom as the bond angle varies from 90° to 180°.

For two pairs of electrons around the central atom (as in BeH,), the lowest energy is achieved when
the two pairs of electrons occupy the a; and b, orbitals when the bond angle is 180°. For three pairs
of electrons (as in BH," or CH,?") occupying the three orbitals of lowest energy, a lower energy is
obtained when the structure is bent. For four pairs of electrons (as in the H,O molecule), the low-
est energy is not 90°, but it is closer to that value than to 180°. Keep in mind that these are qualitative
applications of a graph. The results are, of course, in accord with what we know from simple valence
bond (hybrid orbital) approaches described in Chapter 4. However, it is important to know that such
a molecular orbital approach as that of Walsh exists.
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M FIGURE5.14 A Walsh diagram for a molecule having the formula XH,. The energy levels are labeled with both of the commonly used types of
symbols. In the drawing at the upper left, the bending causes the hydrogen 1s orbitals to be nonbonding with regard to overlap with the p, orbital of
the central atom. In the diagram at the upper right, the combination of hydrogen 1s orbitals is nonbonding with respect to the p, and p, orbitals.

Although the complexity increases rapidly, there is no reason that Walsh diagrams cannot be con-
structed for XY; pyramidal, XY, tetrahedral, XY, octahedral, and other molecules. In fact, they have
been prepared, but their applications will not be described here. Insofar as these diagrams are amena-
ble to quantitative interpretation, the predictions are in accord with what we know from experimental
evidence and valence bond methods.

56 SIMPLE CALCULATIONS USING THE HUCKEL METHOD

Although we have presented some of the principles related to symmetry and its use in describing
molecular orbital methods, it is still reassuring to be able to calculate something even at an elementary
level. Such a simple approach was developed in the 1930s by Erich Hiickel. It was developed to make
molecular orbital calculations for organic molecules, and the method is now called the HMO method.
In this connection, the interested reader should consult the classic book on the subject by John D.
Roberts, Notes on Molecular Orbital Calculations. However, it is possible to extend the Hiickel approach
to include atoms other than carbon, so a brief description of the method will be presented and its use
for some “inorganic” molecules will be illustrated. An essential idea is that the 0 and 7 bonding can be
separated and that the energy is given by

E, +E (5.3)

total — Lo 7r

E
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When dealing with carbon atoms, the coulomb integral (H;;) is represented as « and the exchange
integral (Hj) is represented as (3. It is also assumed that interaction between nonadjacent atoms can
be ignored so if |i — j|= 2 the H;; = 0. Finally, in simple HMO there is complete neglect of overlap so

If we begin with a simple molecule such as ethylene, it is apparent that the ¢ bonded structure is repre-
sented as

H\C sp? C/H
e N

with the hybridization scheme being sp?. This leaves a p orbital perpendicular to the plane of the mol-
ecule that can form a 7 bond. Although they are not included explicitly in the calculations, the wave
functions for the 0 bonds can be written as

Yen = oty + ayy, (5.4)

Voc(o) = G3%ge 1y T 42 (5.5)
The useful part of the calculation in the Hiickel method is with regard to the = bond,

Yecry = a5¥pa) T %¥y(2) (5.6)

As was shown earlier, the secular determinant can be written as

Hy, — E Hy, — Sle _

(5.7)

Hy, — Sle H,, — E

Note that it has been assumed that H,, = H,; and that S;, = S,;, which means that the two bonded
atoms are identical. When S;, = S,; = 0, as has been described, after letting H;; = H,, = a and
H,, = H,; = 3, the secular determinant becomes

‘oz—E B ‘:0 (5.8)

p =0 (5.9)
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In order to simplify handling this expression, we let x = (o — E)/(. Therefore, the determinant can be
written as

L 5.10
1 =0 (5.10)
so that x> — 1 = 0 and x? = 1. This equation has roots of x = 1 and x = — 1, which lead to
N e R (5.11)
g B

These equations lead to the energy values E = o + 3 and E = o — (3. Both v and /3 represent negative
quantities, and each carbon atom contributes one electron to the m bond, so the energy level diagram
can be shown as illustrated in Figure 5.15.

From the molecular orbital diagram, we predict that electronic transitions of the 7—7* type should
be possible. In fact, most hydrocarbon molecules that have an empty 7* orbital absorb in the ultravio-
let region around 200 to 250 nm.

If the two electrons were residing in p orbitals on separate carbon atoms, their total energy would be
2a. However, when they are in a 7 molecular orbital, their energy is 2(«a + (). The difference

2a+ )~ 20 =28 (5.12)

represents the delocalization energy. Because a C-C bond has an energy of about 347 kJ/mol and C=C
is about 619 kJ/mol, the additional stability (the energy of the 7 bond) must be approximately 272 kJ/
mol, so 3 ~136kJ/mol. The ionization potential for a carbon atom is 1086 kJ/mol, so this is the value
for «. It is often found that H;, is approximately 15% of H;, so the values shown are in reasonable

agreement with this.
. 00

C—C a-p —p 7

00
00 n

c—=cC at+tp — 7

0 0

B FIGURE5.15  Molecular orbitals for ethylene. Promaotion of an electron from the ground state to the excited state is known as a 7w — 7
transition and is usually accompanied by an absorption of radiation in the ultraviolet region of the spectrum.

N
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Despite its simplicity, the Hiickel method enables other useful properties to be deduced. For example,

the wave function for the bonding molecular orbital is

Yy = ay T ay0,
so we can evaluate the constants a; and a,. We know that
[u dr = [(@o +ax,) dr
and by using the abbreviations as shown in Section 3.1, we find that
4,28, +a,2 Sy, +2a1a, S, =1
Because we assume that S;; = S,, = 1 and S;, = S,; = 0, this equation reduces to
a? +a,’ =
From the secular equations and the minimization of energy [see Egs. (3.17) and (3.18)],
a(a—E)+a,5=0
a6+ a,(a—E)=0
Dividing by @ and letting x = (« — E)/3, we find that
ax +a, =0
a; +ax =0
For the bonding state, x = —1 50 4,2 = a,2 = 1=2a,°. Therefore,

=0.707 = a,

1
“= 7
and

Yy, = 0.707 ¢, + 0.707 ¢,

(5.13)

(5.14)

(5.15)

(5.16)

(5.17)

(5.18)

(5.19)

(5.20)

(5.21)

(5.22)

Because a,> = a,2 = 14, half of the bonding pair of electrons (one electron) resides on each atom.

Therefore, the electron density (ED) is 2('2) = 1. The bond order between two atoms is given by

n
Byy = zaxaypi
i1

(5.23)
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where the a is a weighting factor (as calculated earlier) and p; is the population of orbital i. The sum-
mation is made over all n populated orbitals. For the ethylene molecule, the bond order between
the carbon atoms is B = 2(0.707)(0.707) = 1, so the order of the m bond is 1. When the ¢ bond is
included, the bond order between the carbon atoms is 2.

For a linear system consisting of three carbon atoms (which includes the allyl radical and the cation
and anion derived from it), the coulomb integrals will be identical:

Hy, = Hy, = Hzy =« (5.24)
Because only interactions between adjacent atoms are considered,
Hy; = H; =0 (5.25)
The exchange integrals for interaction of adjacent atoms will be
Hy, =H,  =H,; =Hs;, =0 (5.26)
As before, the overlap integrals are neglected and we can proceed directly to the secular determinant.

After the substitutions are made and each element is divided by [, the result can be shown as follows
(where x = (o« — E)/[):

H,-E H, 0 a—E p 0 x 10
Hyy, Hy—E Hy |=| 8 a—E B |=1 x 1|=0 (5.27)
0 Hy,, Hy—E 0 B a—E |01 «x
By expanding the determinant, we obtain the characteristic equation
x3—-2x=0 (5.28)
for which the roots are x =0, x = — (2)!/?, and x = 2/2. Setting each of these values equal to

(o« — E)/B, we obtain

=
=)
i)

E=a++23 E=a E=a-283

The energy level diagram including electron populations for the allyl radical, cation, and anion can be
shown as illustrated in Figure 5.16. The orbital diagram and energy levels for the allyl system is shown
in Figure 5.17.

The arrangement of the molecular orbitals of the allyl species will be useful when discussing the bond-
ing of this ligand in metal complexes (Chapters 16 and 21).
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E a— 21/ZB
! T 1
-B
T l T l T l a +21/ZB
Cation Radical Anion
M FIGURE5.16  The energy level diagram for the allyl radical, cation, and anion species.
Cc—C—C o-22g ————
@ node @
c—C—¢C a—-p —n
cC—C—=C o+ 21/2ﬂ _T
W FIGURE5.17  Molecular orbital diagram for the allyl species.
From the secular equations and determinant, we obtain
ax a, O
a, a,x as|=0 (5.29)

ax+a, =0 a +ax+taz=0 a,+ax=0

Starting with the x = — 2'/2 root, we find

—a12%+a2=0 al—a22yz+a3=0 az—a32y2=0



5.6 Simple Calculations Using the Hiickel Method 167

From the first of these equations, we find that a, = a; 2'/?, and from the last, a, = a5 2'/2 . Therefore,
a, = as, and substituting this into the second equation gives

a, —a,2% +a, =0 (5.30)
However, a, = a; 2'/?, and we know that
a?+at+a? =1 (5:31)
and when the values found earlier are substituted into this equation, we find that
a2 +2a%2 + a2 = 4a? = (532)

Therefore, a,2 = V4 and a; = ', which is also true for a3, and a, = 2'/2/2 = 0.707. The wave function

for the bonding orbital is

¥, = 0.500 1, +0.707 1, + 0.500 5 (5.33)

Using the root x = 0, a similar procedure allows us to evaluate the constants for the next molecular
orbital (which is nonbonding) and gives the wave function

P, = 0.707 1, — 0.707 b, (5.34)

The root x = 2!/? leads to the wave function for the antibonding orbital,

¥, = 0.500 1), — 0.707 1, + 0.500 v, (5.35)

By making use of the weighting coefficients and the populations of the orbitals, the electron density at
each atom can be calculated as before. For the allyl radical,

ED¢,; = 2(0.500)% +1(0.707)? = 1.00 (5.36)
ED¢, = 2(0.707)? + 1(0)? = 1.00 (5.37)
EDg; = 2(0.500)2 + 1(—0.707)? = 1.00 (5.38)

In a similar way, the electron densities can be found for the atoms in the cation and anion. The results
can be summarized as follows:

Electron density at C, C, Cs
Radical 1.00 1.00 1.00
Cation 0.50 1.00 0.500

Anion 1.50 1.00 1.50
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Although the evaluations will not be shown, the bond orders between the atoms are identical because
the difference in the orbital populations occurs in the nonbonding orbital. For the arrangement C=C-C,
the 7 bond is localized between two atoms in the same way it is in ethylene. Therefore, the energy
would be 2(« + ). If the 7 bond is spread over the whole molecule, C---C---C the energy would be
2(a + 2/23), which is lower than that of the previous structure by —0.828 4. This energy represents the
amount by which the structure with delocalized electron density is more stable than one in which the
7 bond is restricted to a location between two carbon atoms. This energy of stabilization is known as
the resonance energy.

If we suppose that the carbon atoms form a ring structure, the problem is somewhat different because
H,3 = Hs; = (3. The secular determinant can be written as

(5.39)

s
==
Il
o

P 52

which leads to the equation
¥ =3x+2=0 (5.40)

and the roots are x = —2, x = 1, and x = 1. Therefore, E = o + 23 and E = a — 3. Because the latter
energy occurs twice, degenerate orbitals are indicated. The energy level diagram for a three-membered
ring system is shown in Figure 5.18.

For the cation, a localized 7 bond would lead to an energy of 2(a + [3), whereas a delocalized m bond
would have an energy of 2(a + 203). The resonance energy is 2/3. For the anion, the total energy is
2(a + 20) + 2(« — 3), which gives 4 + 23 . If there were a localized m bond and two electrons located
on two carbon atoms, the energy would be 2(a + ) + 2a, which is 4« + 2. This is identical to the
result for the case when the 7 bond is delocalized, so there is no resonance stabilization of the anion.
Based on resonance stabilization, we predict (correctly) that the ring structure is more stable for the cat-
ion than the anion. The molecular orbital diagram for the cyclopropene ring is shown in Figure 5.19.

An interesting conjecture is in regard to whether H;*, which has been observed in gas discharge and
mass spectrometry, would have a linear or ring structure. The energy level diagrams will be identical
to those for the C; systems shown in Figures 5.16 and 5.18, although the actual values for « and
will be different. For the arrangement [H-H-H]", the energy levels are found to be o + 2/23, o, and
o — 223, For the ring structure,

H/L\H

the energy levels are o + 20, o — 3, and a — (3. Therefore, for two electrons, the total energies are
E, = 2(a + 2/23) for the linear structure and Ey = 2(« + 2/3) for the ring structure. From this calcula-
tion, it is predicted that the ring structure is more stable by an amount —1.23. This is expected because
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Cation Radical Anion

M FIGURE5.18  Energy level diagrams for species containing three carbon atoms in a ring.

a—p n*

)0
N e
y

M FIGURE5.19  The molecular orbital diagram for cyclopropene.

if Hy" is formed by the interaction of H, and H*, the H" will attach at the region of highest electron
density, which is the bond in H,.

H+
HC o

Thus, the cyclic structure for H; is indicated by both experimental evidence and high-level calcula-
tions. Several species have been identified that can be represented as H,* (with n equal to an odd
number). They are derived from H;* by adding H, molecules at the corners of the ring (presumably
perpendicular to the ring) . The species with n equal to an even number are less stable.

Over half a century ago, Arthur Frost and Boris Musulin (1953) published an interesting procedure
for obtaining the energies of molecular orbitals of ring systems. The first step involves drawing a circle
having a convenient radius that will be defined as 23. Next, inscribe a regular polygon having a num-
ber of sides equal to the number of carbon atoms in the structure. Place one vertex of the polygon at
the bottom of the circle. The height above the bottom where each vertex makes contact with the circle
gives the energy of a molecular orbital. This is illustrated in Figure 5.20 for rings containing three, four,
five, six, seven, and eight carbon atoms. Above the lowest level, the levels occur in degenerate pairs
until the highest level is reached. From this simple procedure, the energy levels summarized in Table
5.6 are found for several cyclic systems.
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a—2B
a—1.8028 14148
a—0.2468
o
a+1.2468
a+1.4148
at2p a+28
a—28
a—1.6188
«—
a+0.6188
a+p
at+2pB a+2p
a—2B
a—pB
o
a+2B a+2B
M FIGURE5.20  Frost-Musulin diagrams for cyclic systems having 3-, 4-, 5-, 6-, 7-, and 8-membered rings.
Table 5.6 Energy Levels for Cyclic Systems.
Orbital energies
Number of
atoms 3 4 5 6 7 8
Eg — — — — — a—203
E, — — — — o—18028 a-— 14148
Es — — — a—28 o — 1.80243 a— 14143
Es — — a— 16180 a—f o — 0.246 @
E, — a—20 a— 16180 a—f o — 0.2460 a
Es a—f « a+0.61843 a+ o+ 1.2460 a+ 14143
E, a—f « a+0.61843 a+ a + 1.24603 a+ 14143
E, a+ 20 a+ 203 a+ 206 a+ 203 a+ 206 a+ 23




5.6 Simple Calculations Using the Hiickel Method 171

Although the details will not be shown, it is easy to compute the resonance energies to determine
the stabilities of rings with five carbon atoms (the cyclopentadiene, Cp, ring). When this is done, it is
found that Cp~ > Cp > Cp*, which is in agreement with the fact that there is an extensive chemistry
associated with the cyclopentadienyl anion.

The procedure of Frost and Musulin can be adapted to chain systems with = bonding in the following
way. For a chain having m atoms, draw a polygon as before, except it must have m + 2 sides. Disregard
the top and bottom vertices and use only one side of the polygon where it makes contact with the
circle to determine the energy levels.

Although the Hiickel method is most often applied to organic molecules, the H;" case discussed
shows that it can also be applied to some inorganic species. Suppose we consider the pyrrole molecule,

C——C
S
N

We can write the wave functions as linear combinations of atomic orbitals as before, but in this case,
atom 1 is the nitrogen atom, and it has a coulomb integral H;; that is not the same as that for a carbon
atom. Therefore, H,; will be represented as «, which is often approximated in terms of the value for
carbon. In this case, the nitrogen contributes two electrons to the 7 system, and the correction is made
that results in the secular determinant having the form ay =a¢ + (3/2)3 . The secular determinant
becomes

a+%ﬁ—E B 0 0 B
B a—-E § 0 0
0 B a—-E P 0 |=0 (5.41)
0 0 B a—-E B
g 0 0 B a-E

Letting x = (o — E)/3 and simplifying gives the secular determinant

42100 1

2

1 x 100

0 1 x10[=0 (5.42)
0 0 1 x1

1 0 01 x
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which results in the polynomial equation

x5+%x4—5x3—%x2+5x+120 (5.43)

Equations such as this were normally solved by graphing before the days in which a calculator
removed the need for such tedious techniques. Using numerical techniques, the roots can be found to
be x = — 2.55, —1.15, —0.618, 1.20, and 1.62. The three lowest energy states are populated with six
electrons (nitrogen is presumed to contribute two electrons to the bonding). Therefore, the resonance
energy is 6a + 7.000 — (6a + 8.643) = — 1.64. After the constants 4, ... a5 are evaluated, the wave
functions can be shown to be

Unioq) = 0.749%; + 0.393%, + 0.254 15 + 0.254 1), + 0.393 ¢ (5.44)
Uniogz) = 0.503 ¢ — 0.089, — 0.605¢ — 0.605 1, — 0.0891); (5.45)
Uniogz) = 0.602¢ +0.3721)5 — 0.3724h, — 0.602 )5 (5.46)
Unio(a) = 0.4307) — 0.580%, + 0.267 5 + 0.267 ), — 0.580 ¥'s (5.47)
Uniogs) = 0.3721, — 0.602 ¢ + 0.602 1, — 0.372; (5.48)

Only the three lowest levels are populated. By following the procedure shown earlier, the electron den-
sities at each position can be calculated (the nitrogen atom is in position 1):

114 Cc——C 1.14
1.05 C\ /c 1.05
163 N
H

The electron densities total 6, the number of electrons in the 7 system. Note that the highest electron
density is at the nitrogen atom, which has the highest electronegativity.

As should be evident, part of the problem in dealing with structures that contain atoms other than
carbon is what values to use for o and (3. The values that have been suggested are based on correlating
calculated properties with other known data. Because the Hiickel method is not a quantitative scheme
for calculating properties of molecules, we will not address the issue of correcting the values of o and
G further.
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If we perform an analysis of the NCN molecule where the nitrogen atoms are contributing one elec-
tron each, we let oy = o + 2 (3. Following the Hiickel procedures, we arrive at the secular determinant

x + % 1 0
17 x 1 |=0 (5.49)
0 x+ 1
2
from which it can be shown that the polynomial equation has roots of x = — 1.686, —0.500, and

1.186. Therefore, the values calculated for the energies of the molecular orbitals are « + 1.68645,
a + 0.50008, and a — 1.1860. The first of these is doubly occupied, whereas the second is singly occu-
pied. The wave functions for the first two levels are

Uniopy = 0.5429 +0.6431, + 0.541 (5.50)

¢M0(2) =0.707¢; — 0.707 ¢ (5.51)

In earlier sections, we have seen that the energy of a molecular orbital can be expressed in terms of the coef-
ficients, a; and the Coulomb and exchange integrals. For the second wave function, this can be expressed as

E, = a*(a+ V5 B) + a2 () + as?(a + V5 B) + 2a,a50 + 24,440 (5.52)
The last two terms are zero, which after substituting for the coefficients gives

E, = 0.7072(a + ¥, B) + 0(a) + (=0.707)? (a + ¥ 3) (5.53)

= 0.500 o +0.250 B+ 0+ 0.500 + 0.250 8 = a + 0.500 S

which is precisely the energy found for that orbital. The calculated electron densities are

1.09 0.827 1.09

Although no claim can be made that the calculation is quantitative, it is somewhat encouraging that
the values obtained are in agreement with what we know about the nature and electronegativities of
the atoms. Although it is a primitive method, the Hiickel approach provides some interesting exercises
for small inorganic species (such as the H;" case discussed earlier). The insight that the method pro-
vides about orbitals in organic species (particularly alkenes) that function as ligands in coordination
compounds will be useful in the discussion of these complexes in Chapters 16 and 21.

In this chapter, we have presented an overview of symmetry and its importance when applying molec-
ular orbital methods to molecular structure. Although far from rigorous and complete, the principles
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described are sufficient for the study of inorganic chemistry at the undergraduate level. Additional details
for readers seeking more advanced coverage are to be found in the references listed. It should also be
mentioned that computer programs are available for carrying out molecular orbital calculations on sev-
eral levels that include simple Hiickel, extended Hiickel, and more sophisticated types of calculations.

M REFERENCES FOR FURTHER STUDY

Adamson, A. W. (1986). A Textbook of Physical Chemistry, 3rd ed., Chapter 17. Academic Press College Division,
Orlando, FL. One of the best treatments of symmetry available in a physical chemistry text.

Cotton, F A. (1990). Chemical Applications of Group Theory, 3rd ed. Wiley, New York. The standard text on group
theory for chemical applications.

DeKock, R. L., and Gray, H. B. (1980). Chemical Bonding and Structure. Benjamin Cummings, Menlo Park, CA. An
excellent introduction to bonding that makes use of group theory at an elementary level.

Drago, R. S. (1992). Physical Methods for Chemists. Saunders College Publishing, Philadelphia. Chapters 1 and 2
present a thorough foundation in group theory and its application to interpreting experimental techniques in
chemistry. Highly recommended.

Fackler, J. P. (1971). Symmetry in Coordination Chemistry. Academic Press, New York. A clear introduction to symmetry.

Frost, A., and Musulin, B. (1953). J. Chem. Phys. 21, 572. The original description showing energies of molecular
orbitals by means of inscribed polygons.

Harris, D. C., and Bertolucci, M. D. (1989). Symmetry and Spectroscopy. Dover, New York. Chapter 1 presents a good
summary of symmetry and group theory.

QUESTIONS AND PROBLEMS

1. Make sketches of the following showing approximately correct geometry and all valence shell electrons.
Identify all symmetry elements present and determine the point group for the species.

(a) OCN~, (b) IF, ", (¢) ICl,~, (d) SO5%~, (e) SF, (f) IFs, (g) ClFs, (h) SO3, (i) ClO, ™, (j) NSF

2. Make sketches of the following showing approximately correct geometry and all valence shell electrons.
Identify all symmetry elements present and determine the point group for the species.
(a) CNy?*7, (b) PH3, () PO5 ™, (d) BsN3Hg, (e) SEy, (f) ClO57, (g) SE4, (h) G50, (i) AlEg’™, (i) F,O

3. Consider the molecule AX;Y,, which has no unshared electron pairs on the central atom. Sketch the structures
for all possible isomers of this compound and determine the point group to which each belongs.

4. Match each characteristic listed on the left with the appropriate species from the list on the right that exhibits
the characteristic.

has three C, axes OCN™
has C.., symmetry BrOs™
has one C; axis SO~
has only one mirror plane XeF,

has a center of symmetry 0sCl,
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5. How many chlorine atoms in CCl, must be replaced by hydrogen atoms to give molecules having Cs, and C,,
symmetry, respectively?

6. Draw structures for the following showing correct geometry and identify all of the symmetry elements present
in each.
(a) SCN7, (b) $,0577, () H,S, (d) IF,, (e) ICL;, (f) ClO, ™, () NO,~, (h) IFs

7. Draw structures for the following showing correct geometry and identify all of the symmetry elements present
in each.
(a) CsHg, (b) SF,, () CIO7, (d) OF,, (e) XeF,, (f) SeO3, (g) Cl,CO, (h) NF;

8. Use the symmetry of the atomic orbitals of the central atom to construct (using appropriate hydrogen group
orbitals) the molecular orbital diagrams for the following.
(a) BeH,, (b) HF, ™, (c¢) CH,, (d) H,S

9. Use the symmetry of the atomic orbitals of the central atom to construct (using appropriate combinations of
group orbitals peripheral atoms) the molecular orbital diagrams for the following.
(a) AlF;, (b) BH, ™, (c) SFs, (d) NF;3

10. Consider the molecule Cl,B-BCl,.

(a) If the structure is planar, what is the point group of the molecule?

(b) Draw a structure for Cl,B-BCl, that has an S, axis.
11. Use the procedure outlined in the text to obtain the multiplication table for the C,, point group.

12. Follow the procedure used in the text in obtaining the character table for the C,, point group and develop the
character table for the Cs, point group.

13. Using the procedure shown in this chapter, calculate the electron density at each position in the pyrrole
molecule.

14. By analogy to the carbon systems that contain three atoms, describe the structure of interhalogen species (see
Chapter 15) such as I3™. Assuming that only p orbitals are used, describe the bonding in this species.

15. From the diagrams shown in Figure 5.20, would you expect the lowest energy spectral band to be at higher
energy for the cyclopropene cation, cyclopentadiene anion, or benzene?

16. Use the Hiickel method to determine whether H;™ should have a linear or a ring structure. Calculate the elec-
tron density at each atom and the bond orders for the more stable structure.

17. Describe how you would carry out a Hiickel calculation for the HFH* ion. What would you expect to find the
most stable structure to be?

18. Repeat the procedure in Question 17 for the FHF™ ion.
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Chapter

Dipole Moments and
Intermolecular Interactions

Although the forces that hold molecules and solids together dominate the study of matter, there are
other forces that affect chemical and physical properties. These are forces that arise as a result of the
interactions between complete molecular units. Matter is composed of electrically charged particles, so
it is reasonable to expect that there exists some force between any two molecules in close proximity.

Forces between molecules are of several types. Some compounds consist of polar molecules that attract
each other as a result of the electrical charges. Other compounds consist of nonpolar molecules, but
the electrons in one molecule are weakly attracted to the nuclei in another as a result of instantaneous
electron distributions that are not symmetrical. Still other molecules contain hydrogen atoms that
are attached to other atoms having high electronegativity, which leaves the hydrogen with a residual
positive charge. As a result, the hydrogen atom can become attracted to an unshared pair of electrons
on an atom in the same or another molecule. This type of interaction is known as hydrogen bonding.
Although the forces that exist between molecules may amount to only 10 to 20k] mol !, they have a
great influence on physical properties and in some cases chemical behavior. It is essential to have an
understanding of these types of forces (sometimes called nonchemical or nonvalence forces) in order to
predict and interpret the properties and behavior of inorganic compounds. This chapter is devoted to
the subject of intermolecular interactions.

6.1 DIPOLE MOMENTS

Because atoms have different electronegativities, pairs of electrons that are shared in covalent bonds
are not necessarily shared equally. The result is that the bond has a polarity with the center of negative
charge generally residing on the atom having the higher electronegativity. For a covalent bond between
two atoms, the dipole moment, 1, is expressed as

w=qgxr (6.1)
where ¢ is the quantity of charge separated and r is the distance of separation. In Chapter 3, the

relationship between the dipole moment and the weighting coefficient of the ionic term in the
molecular wave function for a diatomic molecule was determined. Several properties of molecules are

179
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related to their polarity, and it is a useful parameter for understanding molecular structure, so it is
appropriate to explore this topic in greater detail. Before doing so, a comment on units is appropriate.
The charge on an electron is 1.6022 X 10~ 2 coulomb, and internuclear distances can be expressed
in meters. As a result, the units on dipole moments are coulomb-meter (C m). A unit of polarity is
defined as the debye, which is named after Peter Debye, who did pioneering work on polar molecules.
The relationship in SI units is

1debye =1D = 3.33564 X1073° Cm

Historically (as well as currently by many chemists), the quantity of charge separated is expressed in
electrostatic units, esu, which is g/ cm*?sec™!. The charge on the electron is 4.80 X 10~ “esu, and
when the internuclear distances are expressed in centimeters,

1 debye = 1D = 10718 esu cm

Of course the results are identical in either set of units, but the latter units are somewhat more conve-
nient for some purposes and will be used in this discussion.

For molecules that have several polar bonds, a rough approximation of the overall dipole moment can
be made by considering the bond moments as vectors and finding the vector sum. Consider the water
molecule, which has the structure

H

1044°1 O

H
and for which the overall dipole moment is 1.85 D. If we consider that value to be the vector sum of
the two O-H bond moments, we find that

1.85D =2 c0s 52.25 X pgy_y (6.2)

Solving for poy, we find a value of 1.51 D. We have another way to estimate the dipole moment of the
O-H bond by making use of the equation

% lonic character =16 |x, — xg| + 3.5 |xa — X&l (6.3)

where ¥, and x are the electronegativities of the atoms. By calculating the percent ionic character, we
can determine the charge on the atoms. For an O-H bond,

% lonic character =16 (3.5 — 2.1| +3.5|3.5 —2.1]2 = 29.4% (6.4)

Therefore, because the length of the O-H bond is 1.10 X 10~ 8cm (110 pm),
Po-p = 0.294 X 4.8 X10719 esu X 1.10 X 1078 cm = 1.58 X 10" 8esu cm = 1.58 D (6.5)
In this case, the agreement of the values calculated by the two methods is good, but it is not always

so. One reason is that the simple vector approach ignores the effects of unshared pairs of electrons.
Also, highly polar bonds can induce additional charge separation in bonds that might not otherwise
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be polar. In some cases, bonds may be essentially nonpolar, as is the case for C-O and C-H bonds.
Finally, many molecules are not adequately represented by a single structure because of resonance. As
a result, the calculation of dipole moments for all but simple molecules is not a trivial problem.

The effect of molecular geometry can often be evaluated in a straightforward manner. Consider the
tetrahedral CH, molecule, which will be shown as having one C-H bond pointing “up” and the other
three forming a tripod-like base:

H
— ° ~
H | H
H
The bond pointing “up” constitutes one C-H bond in that direction while the other three must exactly
equal the effect of one C-H pointing “down.” The “down” component of each of the three bonds can
be obtained from cos(180 — 109° 28") = 1/3. Therefore, the three bonds exactly equal the effect of the

one bond pointing in the “up” direction. This would be true for any regular tetrahedral molecule, so
the dipole moment would be zero.

In Chapter 4, it was discussed that peripheral atoms of high electronegativity tend to bond to hybrid
orbitals having a low degree of s character. In that connection, the molecule PCI5F, is nonpolar
indicating that the structure of the molecule is

The axial orbitals used by phosphorus in this molecule can be considered as dp in character (see
Chapter 4), which means they have no s character, whereas the orbitals in equatorial positions are sp?
hybrids. As expected, the fluorine atoms are found in axial positions and the molecule is nonpolar.
This illustration shows the value of dipole moments in predicting the details of molecular structure.
Table 6.1 shows dipole moments for a large number of inorganic molecules.

One of the interesting aspects of dipole moments for molecules is seen when the molecules NH; and
NF; are considered:
H H F F

T
T

Bond angle: 107° 102°
Dipole moment: 147D 0.23D
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Table 6.1 Dipole Moments for Some Inorganic Molecules.
Molecule Dipole Moment, D Molecule Dipole Moment, D
H,0 1.85 NH; 1.47
PH; 0.58 AsH; 0.20
SbH; 0.12 AsCl; 1.59
AsF; 2.59 HF 1.82
HCl 1.08 HBr 143
HI 0.44 SOCl, 1.45
50,Cl, 1.81 S0, 1.63
PCl; 0.78 F,NH 1.92
OPF, 1.76 SPF, 0.64
SF, 0.63 IFs 2.18
HNO; 2.17 H,0, 22
H.S 0.97 N,H, 1.75
NO 0.15 NO, 0.32
N,O 0.16 PFCl, 0.21
NF; 0.23 CIF; 0.60

For these two molecules, the structures are quite similar, and with the electronegativities of the atoms
being N = 3.0, H = 2.1, and F = 4.0, even the polarities of the bonds are similar. The large difference
in dipole moment is caused by the fact that in NH; there is a considerable effect produced by the
unshared pair of electrons that causes the negative end of the dipole to lie in that direction. The N-H
bonds are polar, with the positive ends lying in the direction of the hydrogen atoms. Therefore, the
effect of the polar bonds adds to the effect of the unshared pair of electrons, giving rise to a large
dipole moment. In NF;, the unshared pair of electrons gives a negative charge to that region of
the molecule, but because the fluorine atoms have higher electronegativity than the nitrogen atom,
the negative ends of the polar N-F bonds lie toward the fluorine atoms. Thus, the unshared pair of
electrons and the polar N-F bonds act in opposition to each other, which results in a low dipole
moment for the NF; molecule.

The dipole moments of CIF; and BrF; provide another interesting illustration of the effects of unshared
pairs of electrons. The molecules can be shown as follows:

IF F
cl— .'.\Br F
./\ ! F /l

| |

1 =0.60D w=119D
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Table 6.2 Bond Moments for Some Types of Polar Bonds.
Bond Moment, D Bond Moment, D
H-O 1.51 C-F 2.0
H-N 1.33 c-cl 1.47
H-S 0.68 C-Br 14
H-P 0.36 c-0 0.74
H-C 0.40 c=0 23
pP-Cl 0.81 C-N 0.22
P-Br 0.40 C=N 0.9
As-F 2.0 C=N 35
As—Cl 1.6 As-Br 1.3

B M

. o
0
.............. N o}
A 2

M FIGURE 6.1  The vector model used to calculate dipole moments from bond moments.

Owing to the difference in electronegativities, the Br—F bonds are more polar than are the CI-F bonds.
However, the unshared pairs in CIF; are held closer to the Cl atom and the polarity of the CI-F bond is
in the opposite direction as the resultant of the two unshared pairs of electrons. In BrF;, the equatorial
Br-F bond is slightly more polar than a CI-F bond, but the unshared pairs reside farther away from
the Br atom. Therefore, there is a greater effect produced by the two unshared pairs of electrons in BrF;
that dominates the polarity of the equatorial Br-F bond. The result is that the dipole moment of BrF;
is about twice as large as that of CIFj.

In many cases, it is useful to have some way to approximate the polarity of a molecule or a portion of
the molecule. For this purpose, knowing the polarity of specific bonds can provide an approach to the
problem. Table 6.2 shows the bond moments for numerous types of bonds.

If the structure of a molecule and the bond moments are known, an approximate dipole moment can
be obtained by treating the polar bonds as vectors. Figure 6.1 provides the vector diagram from which
we obtain the resultant for two bonds as

= P+ 1 + 2 iy cos 6 (6.6)

For molecules where the angle is obtuse (indicated by the dotted lines in Figure 6.1) the relationship
is written as

H= \/N12 + p1p® + 2 iy iy cos (180 —0) (6.7)
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If this approach is taken for the methyl chloride, CH5Cl, molecule, which has the structure

I—O0o—QO

the polarity of each C-H bond results in the negative end being toward the carbon atom. The resultant
of the three C-H bonds added to the moment for the C-Cl bond gives the overall dipole moment for
the molecule. It is found that each C-H bond is at (180 — 109.5)° = 70.5° from a line directly oppo-
site the C-Cl bond. Consequently, for three C-H bonds the result is

3 pey X €08 70.5 = 3 pey X 0.33 = 1ucy

Therefore, the dipole moment for CH;Cl is calculated to be
Hmolecule = HcH + Heal = 0.40+1.47=1.87D
For CCIF;, the polarity of the three C-F bonds is in opposition to the C-Cl bond so that

Pmolecule = Hcr ~ Hoal = 2.00 —1.47 =0.53 D

which is very close to the measured dipole moment of 0.50 D.

6.2 DIPOLE-DIPOLE FORCES

When two atoms having different electronegativities share a pair of electrons, the electrons are not
shared equally. As a result, the bond between the atoms is said to be polar because the electrons will
reside closer to the atom of higher electronegativity, giving it a negative charge. For a diatomic mol-
ecule, the dipole moment, 4, is given by

and in Chapter 3, it was shown that HCI behaves as if 17% of the charge on an electron is transferred
from H to Cl. For HE the charge separation is 43% of the charge on the electron. When molecules
having charge separations approach each other, there are electrostatic forces between them.
Orientations such as those shown in Figures 6.2a and 6.2b that place opposite charges closer together
represent lower energy (a negative value, E,).

> U000

M FIGURE6.2  Arrangements of dipoles. (a) and (b) lead to attraction (interaction energy negative) and (c) leads to repulsion (interaction energy
positive).
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An arrangement such as that shown in Figure 6.2c leads to repulsion (the energy is positive, Eg).
Although it might be assumed that such an arrangement could not occur, this is not exactly true. It
represents a higher energy state than those in which the orientations place opposite charges in close
proximity, but the population of a state of higher energy is governed by the Boltzmann distribution
law. For two states having energies defined by E, and Ey as described earlier, the populations of the
states (1, and ng) can be related to the energy difference between them, AE, by

1L N (6.9)
LN

where k is Boltzmann’s constant, T is the temperature (K), and the other quantities were defined
earlier. Therefore, although the repulsive state is higher in energy, it can have a small population
depending on the temperature and AE. Because the population of the attractive state is larger, there is
a net attraction between two polar molecules. The net energy between two dipoles that are restricted in
orientation, Ep, is

ED — _/“1’1/:2

[2 cos 6, cosf, —sin6, sinb, cos(qu1 - gzbz)] (6.10)
r

In this equation, 6, 6,, ¢;, and ¢, are the angular coordinates that describe the orientations of
the polar molecules 1 and 2, iy and p, are their dipole moments, and r is the average distance of
separation of the molecules. It should be noted that if two dipoles are restricted to fixed orientations
in a solid, the energy varies as 1/r> as shown earlier, and an energy expression containing that factor
is frequently encountered. However, in a liquid the orientations change, and all orientations from the
antiparallel attractive arrangement to the parallel repulsive arrangement are possible. There is some
average orientation which is obtained by summing all of the possible orientations. When this is taken
into account and the average orientation is used, the energy varies as 1/r° and is expressed as
27y’

E, = — =t Ha 6.11
P 3r6 kT (6.11)

If only one type of polar molecule is present, the interaction energy can be expressed as

2t
= 6.12
P 30kT (6.12)
On a molar basis, the energy of interaction is given by
2t
= 6.13
P 3r6RT (613)

Although the association of polar molecules is accompanied by an energy change of only approxi-
mately 2 to 5k] mol~!, the effect on physical properties is great.

It is important to keep in mind that the ability of dipoles to associate is influenced by their environ-
ment. Many studies on association of dipoles have been carried out in solutions containing the polar
molecules. If the molecules of the solvent are polar or can have polarity induced in them (see Section
6.3), association of the solute molecules will be hindered. The solvent molecules will surround the
polar solute molecules, which will inhibit their interaction with other solute molecules. The solute
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molecules must be at least partially “desolvated” before association can occur. If we represent a polar
molecule as D, the association reaction to form dimers can be written as

2D =D, (6.14)
or, in a more general form where aggregates may contain n molecules, the reaction is
nD = D, (6.15)

The equilibrium constants for these reactions may differ by as much as a factor of 10 to 100 depending
on the nature of the solvent. If the solvent is a nonpolar one such as hexane, the interactions between
the polar solute molecules are much stronger than are the interactions between solvent and solute. As
a result, the equilibrium constant for dipole association will be large. On the other hand, if the solvent
consists of polar molecules such as CH;OH, the association of the solute molecules may be completely
prevented owing to the interaction of polar solute molecules with the polar solvent molecules. The
solute molecules must become partially “desolvated” in order to form dimers or larger aggregates. A
solvent such as chlorobenzene or chloroform may not prevent association of polar molecules com-
pletely, but the equilibrium constant will almost always be smaller than it is when the solvent consists
of nonpolar molecules such as hexane or CCl,.

Although it does not strictly involve dipole association, an interesting case that illustrates the principles
just described involves the association of lithium alkyls. For LiCHj3, one of the stable aggregates is the
hexamer, (LiCH3)¢. In a solvent such as toluene, the hexamer units are maintained, but in a solvent
like (CH3),NCH,CH,N(CHj3),, which interacts strongly because of the unshared pairs of electrons on
the nitrogen atoms, methyllithium exists as a solvated monomer. As will be shown in Chapter 9, the
association of electron donors and acceptors is also strongly affected by the ability of the solvent to
interact with solute molecules.

6.3 DIPOLE-INDUCED DIPOLE FORCES

The electrons in molecules and atoms can be moved somewhat under the influence of a charge that
generates an electrostatic force on the electrons. As a result, the electron cloud has some polarizability,
which is represented as . The total number of electrons may not be as important as the mobility of the
electrons in determining the polarizability of a molecule. Consequently, molecules that have delocalized
w electron systems generally have higher polarizabilities than do molecules having a similar number of
electrons that are held in localized bonds. When a polarizable molecule having a spherical charge distri-
bution approaches a polar molecule, a charge separation is induced in the molecule that was originally
nonpolar. This interaction results in some force of attraction between the two species.

The polarizability of one molecule and the magnitude of the dipole moment of the other are the major
factors that determine the strength of the interaction. The larger the dipole moment (1) of the polar mol-
ecule and the higher the polarizability of the other molecule, the greater the strength of the interaction.
Mathematically, the energy of the interaction of a dipole with a polarizable molecule can be expressed as

204

E = (6.16)

ré
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M FIGURE 6.3  Solubility of noble gases in water as a function of polarizability.

The interaction by dipole-induced dipole forces exists in addition to the London forces that cause
an attraction even between molecules that are nonpolar. One of the most striking manifestations of
dipole-induced dipole forces is that shown by the solubility of the noble gases in water. The greater the
energy of interaction between the solute and solvent, the greater the solubility of the gas. Polar water
molecules induce a charge separation in the noble gas molecules that increases with the polarizability
of the noble gas. Accordingly, it would be expected that helium would interact very weakly with water
and radon should interact more strongly in accord with their polarizabilities. Consequently, the solu-
bility of the noble gases in water decreases in the order Rn > Xe > Kr > Ar > Ne > He, as is clearly
shown graphically in Figure 6.3.

Another important consequence of dipole-induced dipole interactions is the difference in the solubility
of oxygen and nitrogen in water. Expressed as grams of gas dissolved per 100 grams of water, the
solubilities are 0.006945 and 0.002942, respectively, at 0°C. Both are nonpolar molecules, but the
O, molecule has a greater polarizability. As a result, polar H,O molecules cause a greater charge to
be induced in the oxygen molecules, which results in stronger interactions with the solvent leading to
greater solubility.

An important extension of these ideas is to cases where an ion interacts with polar molecules
(ion-dipole forces). In such cases the polarity of the molecule is increased because of the inductive
effect caused by the ion. Polar solvent molecules that surround an ion in the solvation sphere do not
have the same polarity as do the molecules in the bulk solvent.

64 LONDON (DISPERSION) FORCES

In addition to the intermolecular forces that exist as a result of permanent charge separations in
molecules, there must be some other type of force. Sometimes referred to as electronic van der Waals
forces, they cause deviations from the ideal gas equation. These forces are not related to whether or
not the molecules have a permanent dipole moment, but rather they exist between all molecules.
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M FIGURE 6.4  An instantaneous distribution of electrons that leads to polarity in two atoms. There will be a force of attraction between the atoms
(or molecules) even though they do not have permanent polarity. The number of electrons and their ability to be moved will determine the magnitude
of the attractive force.

Otherwise, it would be impossible to liquefy substances such as CH,, O,, N,, and noble gases. The
liquid and solid phases of many nonpolar compounds simply would not exist. We can see how such
forces arise by considering two noble gas atoms that are in close proximity as shown in Figure 6.4.
At some instant, the majority of electrons in one atom might be located on one side of the atom
leaving the other half with an instantaneous positive charge. That charge can attract the electrons in
another atom so that there is a net force of attraction between them. The result is an electron arrange-
ment that can be called an instantaneous dipole. In 1929, Fritz London studied the forces that arise from
this type of interaction, and they are called London forces or dispersion forces.

In order to arrive at a mathematical relationship to describe London forces, we will use an intuitive
approach. First, the ability of the electrons to be moved within the molecule is involved. Atoms or
molecules in which the electrons are highly localized cannot have instantaneous dipoles of any great
magnitude induced in them. A measure of the ability of electrons in a molecule to be shifted is known
as the electronic polarizability, «. In fact, each of the interacting molecules has a polarizability, so the
energy arising from London forces, E;, is proportional to a. London forces are important only at short
distances, which means that the distance of separation is in the denominator of the equation. In fact,
unlike Coulomb’s law, which has 2 in the denominator, the expression for London forces involves r°.

Therefore, the energy of interaction as a result of London forces is expressed as

_ 3hvga?

b= 476

(6.17)

where « is the polarizability, v, is the zero point vibration frequency, and r is the average distance of
separation between the molecules. The quantity hv, is the ionization potential, I, for the molecule.
Therefore, the London energy can be represented by

_ 3la?
4r6

E = (6.18)
It is interesting to note that many different types of molecules have ionization potentials that do not
differ greatly. Table 6.3 shows typical values for molecular ionization potentials for a wide variety of
substances.
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Table 6.3 lonization Potentials for Selected
Molecules.

Molecule IP, eV Molecule IP, eV
CH5CN 12.2 C,HsNH, 8.86
(CH3),NH 8.24 (CH3)sN 7.82
NH;3 10.2 HCN 13.8
H,0 126 H,S 10.4
CH, 12.6 s, 10.08
HF 15.77 SO, 12.34
CH5SH 9.44 CgHsSH 8.32
C¢HsOH 8.51 CH5OH 10.84
C,HsOH 10.49 BF; 15.5
CCly 11.47 PCl, 9.91
AsH; 10.03 AsCls 11.7
(CH3),CO 9.69 Cr(CO)s 8.03
CgHg 9.24 1,4-Dioxane 9.13
n-C4Hqo 10.63 OF, 13.6
1eVis equivalent to 98.46 kJ/mol.

Because the ionization potentials are similar in magnitude, I can be replaced by a constant with
no great effect on the value of E;. The values of « for helium and argon are 2.0 X 10°pm? and
1.6 X 10°pm?3, respectively. Calculations show that for helium atoms separated by a distance of
300pm (3A), the energy of interaction is 76.2] mol ™!, but the interaction of argon atoms at a distance
of 400pm (4A) is 1050] mol ™. In agreement with the difference in these energies, solid argon melts
at 84 K, whereas solid helium is obtained at 1.76K at a pressure of 29.4 atmospheres. If we consider
two nonpolar molecules such as CCl, (a = 2.6 X 10’ pm?, b.p. 77°C) and C4Hg (o = 2.5 X 107 pm?,
b.p. 80°C), we find that the polarizabilities are very nearly equal as are the boiling points. For
these molecules, the interaction is only by London forces, so the comparison of boiling points and
polarizabilities is valid.

In general, if the intermolecular forces are only of the London type, the boiling point (the temperature
at which molecules of a liquid become separated from each other) will be higher the larger the molecule
and the greater the number of electrons. For example, F, and Cl, are gases, Br, is a liquid, and I, is a solid
at room temperature. The boiling points for GeCl, and SnCl, are 86.5°C and 114.1°C in accord with the
difference in numbers of electrons and hence the polarizabilities. The increase in boiling point for the
hydrocarbon series, C,H,, ., as n increases provides a familiar illustration of this principle.
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If two different types of molecules having polarizabilities «; and «, are interacting, the London energy
between them can be expressed as

E = _3ha1a2. vy,  _  Bagephl (6.19)
. 216 v+, 2r8(1, + 1)

In Chapter 7, it will be pointed out that the bonding in solid silver halides is somewhat covalent.
This results from the ions being polarizable so that the cation and anion have induced charge separa-
tions. For Agl, the electrostatic attraction is 808 k] mol ™!, but the London attraction is 130kJ mol .
From the examples presented, it is clear that London forces are significant enough to greatly affect the
physical properties of compounds.

One of the consequences of increasing the number of electrons that accompanies an increase in
molecular weight is that the London forces between molecules increase. The boiling points of a series
of compounds composed of nonpolar molecules should reflect the greater force of attraction between
molecules. To illustrate this trend, the boiling points of a series of organic compounds such as the
hydrocarbons are considered. However, the trend is also well illustrated by numerous series of inor-
ganic compounds. Figure 6.5 shows the boiling points of some of the halogen compounds of group
IIIA and IV having the formulas EX; and EX,,.

For those compounds, most of which consist of covalent molecules, there is the expected increase in
boiling point with increasing molecular weight. The trigonal planar BX5 and tetrahedral SiX, and GeX,
compounds follow the expected trend as X progresses from F to 1. Except for AlF;, the aluminum com-
pounds are essentially covalent and exist as dimers, as do the aluminum alkyls, [AIR;],, the structures
of which were described in Chapter 4 and will be discussed further later in this chapter. However, there
is a marked difference when AlF; is considered. In this case, the compound is essentially ionic, which
results in a boiling point of approximately 1300 °C. The total ionization potential to produce AI3*
is 5139k] mol !, so only in a case where there is a high lattice energy will the compound be ionic.
Thus, the small size of the AI** and F~ allows them to form a lattice that is sufficiently stable to offset

1400
1200 " Al
* TiX,
o 1000 o SiX,
w800 A GeX,
£
2 600 * B%
()]
£
= 400 -
m
200 -
O .
_200 T T T T
F cl Br [
Halide

W FIGURE 6.5  Boiling points of group llIA and IVA halides.
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the high ionization energy required to produce Al**. The high boiling point for AlF; is a reflection of
the different type of bonding present in that compound compared to the other aluminum halides.
It is useful to remember that there is a continuum of bond character from covalent to ionic, and the
bonding in AlF; is definitely toward the ionic end of the spectrum.

When a molecule dissolves in a liquid, some of the forces between the solvent molecules must be
overcome. Unless an individual molecule of solute is considered, forces between the solute molecules
must also be overcome. Effective solvation of solute molecules requires that the solute-solvent
interactions lead to a favorable energy if the solute is to have significant solubility. Because nonpolar
molecules interact as a result of the London forces between them, it should not be surprising to learn
that compounds such as Bl; that are nonpolar are soluble in nonpolar solvents such as CCl, and
CS,. The polarizability of Bl; is substantial owing to the large number of electrons contained in three
iodine atoms, so the Bl; molecules interact well with CCl, and CS,, both of which have relatively
high polarizability. Likewise, AlBr; and All; are soluble in alcohol, ether, and carbon disulfide, whereas
AlF;, which is composed of essentially nonpolarizable ions, is not.

6.5 THE VAN DER WAALS EQUATION

In 1873, ]. D. van der Waals recognized deficiencies in the ideal gas equation and developed an equation
to eliminate two problems. First, the volume of the container is not the actual volume available to the
molecules of the gas because the molecules themselves occupy some volume. The first correction to the
ideal gas equation was to subtract the volume of the molecules from V, the volume of the container,
to give the net volume accessible to the molecules. When modified to include the number of moles, n,
the corrected volume is (V - nb) where b is a constant that depends on the type of molecule.

From the ideal gas equation, it is found that for 1 mole of gas, PV/RT = 1, which is known as the
compressibility factor. For most real gases, there is a large deviation from the ideal value, especially at
high pressure where the gas molecules are forced closer together. From the discussions in previous sec-
tions, it is apparent that the molecules of the gas do not exist independently from each other because
of forces of attraction even between nonpolar molecules. Dipole-dipole, dipole-induced dipole, and
London forces are sometimes collectively known as van der Waals forces because all of these types of
forces result in deviations from ideal gas behavior. Because forces of attraction between molecules
reduce the pressure that the gas exerts on the walls of the container, van der Waals included a correc-
tion to the pressure to compensate for the “lost” pressure. That term is written as n’a/V?, where n is
the number of moles, a is a constant that depends on the nature of the gas, and V is the volume of the
container. The resulting equation of state for a real gas, known as van der Waals’ equation, is written as

P+ %V ub) = nRT 6.20
W( nb) =n (6.20)

In van der Waals’ equation, it is the term na/V? that is of interest in this discussion, because that term
gives information about intermolecular forces. Specifically, it is the parameter a that is related to inter-
molecular forces rather than the number of moles, n, or the volume, V. It should be expected that the
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M FIGURE 6.6  Variation in boiling points of nonpolar molecules with van der Waals a parameter.

parameter a would show a correlation with other properties that are related to the forces between both
organic and inorganic molecules.

We will consider first a relatively simple case where the interactions between molecules are all of the
same type (nonpolar molecules interacting as a result of London forces). For a liquid, the boiling point
gives a measure of the strength of the forces between molecules in the liquid state because those forces
must be overcome in order for the molecules to escape as a vapor. Figure 6.6 shows the boiling points
of the noble gases and a few other substances as a function of the van der Waals a parameter.

It is apparent that for these nonpolar molecules the correlation is satisfactory. In this case, a characteristic
of the liquid state (the boiling point) is correlated with a parameter from an equation that was
developed to explain the behavior of gases. The liquid and gaseous states are referred to as fluids, and
van der Waals’ equation can be considered as an equation that applies to fluids as well as to gases
through the use of the reduced variables (see references at the end of this chapter). Table 6.4 gives
values for the van der Waals a parameter for molecules most of which are nonpolar.

Although a correlation between a property of a liquid and the a parameter in van der Waals’ equation
might be expected, we should remember that for nonpolar molecules the solid phase is also held
together by London forces. Of course, the energy holding the solid together is the lattice energy so we
should attempt a correlation of the lattice energy of solids composed of nonpolar molecules with the
van der Waals a parameter. Such a correlation is shown in Figure 6.7, where the lattice energies of the
noble gases and a few other nonpolar substances are plotted against a. It is immediately apparent that
a linear relationship results, even though a property of a solid is being considered as a function of the
parameter that results from considering of the interaction of molecules of real gases.

The utility of the van der Waals a parameter should not be underestimated when physical properties
of substances are being correlated and interpreted. Neither for that matter should the b parameter,
because it is related to effective molecular dimensions, but that is not our concern in this chapter.
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Table 6.4 Values for the van der Waals a Parameter for Selected Molecules.
Molecule a, liter? atm/mol? Molecule a, liter? atm/mol?
He 0.03412 C,He 5.489
H, 0.2444 SO, 6.714
Ne 0.2107 NH;3 4.170
Ar 1.345 PH, 4.631
Kr 2318 CeHe 18.00
Xe 2.318 Cccly 20.39

N, 1.390 SiH, 4.320
0, 1.360 SiF, 4195
CH, 2.253 SndCl, 26.91
cl, 6.493 C,Heg 5.489
co, 3.592 N,O 3.782
cs, 11.62 GedCl, 22.60

Lattice energy, kd/mol
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M FIGURE 6.7  Variation in lattice energy of some nonpolar molecules with van der Waals a parameter.

6.6 HYDROGEN BONDING

Thousands of articles and several books have been published on the subject of hydrogen bonding.
It is a phenomenon that pertains to many areas of the chemical sciences, and it is an important
type of molecular interaction. The fact that it is referred to as hydrogen bonding suggests that hydro-
gen is unique in this ability, and so it is. Of all the atoms, only hydrogen leaves a completely bare
nucleus exposed when it forms a single covalent bond to another atom. Even lithium has a filled 1s
level around the nucleus after the single electron in the 2s level is used in covalent bonding. When a
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hydrogen atom is bonded to an element having an electronegativity of about 2.6 or higher (F, O, N,
Cl, or S), the polarity of the bond is sufficient that the hydrogen carries a positive charge that enables
it to be attracted to a pair of electrons on another atom. That attraction is known as a hydrogen bond
(sometimes referred to as a hydrogen bridge). This type of interaction can be shown as

Hydrogen bonding occurs in many situations in chemistry. Materials such as proteins, cellulose,
starch, and leather have properties that are the result of hydrogen bonding. Even solid materials such
as NH,Cl, NaHCO3, NH,HF,, and ice have strong hydrogen bonding between units. Water and other
liquids that have OH groups on the molecules (e.g., alcohols) have extensive hydrogen bonding. There
are two types of hydrogen bonds, which are illustrated by the following examples:

o<
O H iRy @
/ cl

Intermolecular Intramolecular

Both types of hydrogen bonds occur in pure liquids as well as in solutions. Many substances are
associated at least partially in the vapor phase as a result of hydrogen bonding. For example, hydrogen
cyanide is associated to give structures such as

... HCN--- HCN--- HCN .-

The association of acetic acid in the vapor phase occurs so that the molecular weight of the gas indicates
that it exists as dimers:

Studies have indicated that the association of HF in the gas phase leads predominantly to dimers
or hexamers with small amounts of tetramers. Hydrogen bonding in liquids such as sulfuric and
phosphoric acids is responsible for them being viscous liquids that have high boiling points.

Association of alcohols in the liquid state occurs with the formation of several types of species includ-
ing chains,
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in which the O-H ---- O bond distance is approximately 266 pm. The liquid also contains rings with
the most predominant unit apparently being (ROH)g, which can be shown as

R
|
R ,x‘o\
No-H H o~ R
| |
| H
H !
I !

o o
7T 7 7N
R H—o -~ H R
N
R

for which the heat of association has been found to be 94.4k] mol ! leading to a value of
23.6k] mol ! for each hydrogen bond. The equilibrium composition of alcohols in the vapor phase is
temperature and pressure dependent. Boric acid, B(OH)3, consists of sheetlike structures as a result of
hydrogen bonding.

The body of information relating hydrogen bonding to physical properties is enormous. Only a brief
summary will be presented, but more complete discussions can be found in the references cited at the
end of this chapter. Perhaps the most familiar and elementary example of the effect of hydrogen bond-
ing is reflected by the fact that the boiling point of water is 100 °C while that of liquid H,S is —61 °C.
Figure 6.8 shows the boiling points of the hydrogen compounds of the elements in groups IVA to VIIA.

There is no hydrogen bonding in the hydrogen compounds of the elements in group IV elements, so
CH,, SiH4, GeH,, and SnH, show the expected increase in boiling point with increasing molecular
weight. For the hydrogen compounds of the group V elements, only NH; exhibits significant hydrogen
bonding, so its boiling point (—33.4 °C) is clearly out of line with those of the other compounds (for
example, PH; has a boiling point of —85 °C). Water shows clearly the effect of strong hydrogen bonds
(in fact, multiple hydrogen bonds), which results in a boiling point of 100 °C for a compound that
has a molecular weight of only 18. With the high electronegativity of fluorine, the polar H-F bond is
susceptible to forming strong hydrogen bonds, as is clearly illustrated by the boiling point of HF being
19.4 °C while HCl boils at —84.9 °C.
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M FIGURE 6.8  Boiling points of hydrides of groups IVA, VA, VIA, and VIIA.

It is also interesting to note that although the compounds have almost identical formula weights,
the boiling point of BF; is —101 °C while boric acid, B(OH)s3, is a solid that decomposes at 185 °C.
Dimethyl ether and ethanol both have the formula C,HO,, but the boiling points are —25°C and
78.5 °C, respectively. Hydrogen bonding between OH groups in alcohols leads to intermolecular
forces that are not present in dimethyl ether.

When a liquid is changed into a vapor, the entropy of vaporization can defined as

AS = Svapor - Sliquid = SVapor = AI_Iv;;p/T (6'21)

vap

where T is the boiling point (in K). If the liquid is one in which London forces give the only type of
interaction between molecules and the vapor is completely random, the entropy of vaporization can
be represented as AH,,,/T. The entropy of a mole of a random gas is approximately 88] mol™' K™',
and the constant value for the entropy of vaporization of a liquid is known as Trouton’s rule. Table 6.5
shows the data for testing this rule with a wide range of liquids.

For CCl,, the heat of vaporization is 30.0 k] mol ! and the boiling point is 76.1 °C, which gives a value
of AS,,, of 86] mol™" K™!, a value that is in good agreement with Trouton’s rule. On the other hand,
the heat of vaporization of CH;OH is 35.3 k] mol ! and the boiling point is 64.7 °C. These values lead
to a value for AS,,, of 104] mol ! K™!. The deviation from Trouton’s rule is caused by the fact that in
the liquid state the molecules are strongly associated giving a structure to the liquid (lower entropy).
Therefore, vaporization of CH3;0H leads to a larger entropy of vaporization than would be the case if
the molecules of the liquid and vapor were arranged randomly.

Acetic acid provides a different situation. The boiling point of acetic acid is 118.2 °C and the heat of
vaporization is 24.4 k] mol~!. These values yield an entropy of vaporization of only 62] mol ! K™!. In
this case, the liquid is associated to produce dimers as described earlier, but those dimers also exist in the
vapor. Therefore, structure persists in the vapor so that the entropy of vaporization is much lower than
would be the case if a vapor consisting of randomly arranged monomers were produced. It is interest-
ing to note from the examples just described that a property such as the entropy of vaporization can
provide insight as to the extent of molecular association.
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Table 6.5 Thermodynamic Data for the Vaporization of Several Liquids.

Liquid Boiling point, °C AHyaps J mol ™’ ASyaps Jmol T K™!
Butane -1.5 22,260 83
Naphthalene 218 40,460 82
Methane —164.4 9,270 85
Cyclohexane 80.7 30,100 85
Carbon tetrachloride 76.7 30,000 86
Benzene 80.1 30,760 87
Chloroform 61.5 29,500 88
Ammonia —334 23,260 97
Methanol 64.7 35,270 104
Water 100 40,650 109
Acetic acid 118.2 24,400 62

Other properties are also affected by hydrogen bonding. For example, the solubility of o—, m—, and
p-nitrophenols (NO,C4sH,OH) are greatly different as a result of hydrogen bonding. The solubility of
p-nitrophenol (which can hydrogen bond to a solvent such as water) in water is greater than that of o-
nitrophenol, in which there is intramolecular hydrogen bonding. On the other hand, o-nitrophenol is
much more soluble in benzene than is p-nitrophenol. The ortho isomer has intramolecular hydrogen
bonds that allow the interaction of the solvent with the ring of the solute to be the dominant factor. As
a result, o-nitrophenol is many times more soluble in benzene than is p-nitrophenol.

Hydrogen bond formation also leads to differences in chemical properties. For example, the enoli-
zation reaction of 2,4-pentadione (acetylacetone) is assisted by the formation of an intramolecular
hydrogen bond:

:0: :0: :O:"-H—'O.:
Il Il [l | (6.22)
CHz;—C—CH,—C—CH; ——= CH;—C—CH=C—CHg

In the neat liquid, the enol form is dominant, and in solutions the composition of the equilibrium
mixture depends greatly on the solvent. For example, when the solvent is water, hydrogen bonding
between the solvent and the two oxygen atoms can occur, which helps to stabilize the keto form that
makes up 84% of the mixture. When the solvent is hexane, 92% of the acetylacetone exists in the enol
form, in which intramolecular hydrogen bonding stabilizes that structure. Acetone undergoes only an
extremely small amount of enolization (estimated to be less than 1075%), which is at least partially
the result of there being no possibility of hydrogen bonding in the enol form.

One of the most convenient ways to study hydrogen bonding experimentally is by means of infrared
spectroscopy. When a hydrogen atom becomes attracted to an unshared pair of electrons on an atom
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in another molecule, the covalent bond holding the hydrogen atom becomes weakened slightly. As
a result, the absorption band that corresponds to the stretching vibration of the bond is shifted to a
position that may be lower by up to 400cm™!. Because of the attraction between the hydrogen atom
and a pair of electrons in another molecule, the bending vibrations of the covalent bonds holding
the hydrogen atom are hindered. Therefore, the bending vibrations are shifted to higher frequencies.
Although the hydrogen bond itself is weak, there is a stretching vibration for that bond that does not
exist prior to the formation of the hydrogen bond. Because hydrogen bonds are weak, the stretching
vibration occurs at very low wave numbers (generally 100-200cm ™). All of these vibrations and the
regions where they are found in the infrared spectrum are summarized in Table 6.6.

In very dilute solutions of CH;0H in CCl,, the alcohol molecules are widely separated and the
equilibrium
n CH;OH = (CH;0H), (6.23)

is shifted far to the left. The infrared spectrum of such a dilute solution shows a single band at
3642 cm™! that corresponds to the “free” OH stretching vibration. As the concentration of alcohol is
increased, other bands appear at 3504 and 3360cm™! that are due to higher aggregates that result
from intermolecular hydrogen bonding between the OH groups as shown earlier. Figure 6.9 shows the
spectra of 0.05M, 0.15M, and 0.25M CH;OH in CCl, solutions.

Table 6.6 Infrared Spectral Features Associated with Hydrogen Bonding.
Vibration Assignment Spectral region, cm ™!
— —
X—H---B v, the X=H stretch 3500-2500
/

1
X—H---B Vp, the in-plane bend? 1700-1000
/1

3]
X—H ---B v, the out-of-plane bend® 400-300
/ © (torsion)

— —
X—H---B v, the H --- B stretch® 200-100
/
“Bending in the plane of the page. Hydrogen bonding causes higher v,
bBending perpendicular to the plane of the page. Hydrogen bonding causes higher v,.
¢Stretching of the hydrogen bond to the donor atom. Increases with hydrogen bond strength.
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The spectra show that there are “free” OH groups at all concentrations, but the very broad peak at
3360cm ! shows a large fraction of the alcohol is bound in aggregates when the concentration
is 0.25M. In addition to the cyclic structures shown earlier, these aggregates are believed to have
structures like the following:

/ / /
R R R

H----0—R

As described earlier, there is doubtless a complex equilibrium that involves several species of aggregates
having both chain and ring structures.

The effect of the solvent on equilibria involving molecular aggregation has been discussed in connection
with dipole association. However, the nature of the solvent also has an effect on the position where
the OH stretching band is observed in the infrared spectrum even though the OH group may not be
involved in hydrogen bonding. The ability of the solvent to “solvate” the OH group affects vibrational
energy levels even though the interaction is not actually considered to be hydrogen bonding. The
absorption band due to the stretching vibration of the O-H bond in CH3OH in the vapor phase is
seen at 3687 cm™!. In n-C,H,4, CCl,, and CS,, the band is seen at 3649, 3642, and 3626cm™!, respec-
tively. A hydrocarbon molecule has no unshared electron pairs to interact even weakly with the O-H
bond, so the stretching vibration is at the highest position found in any of these solvents when n-C;H;4
is the solvent. The band appearing at 3626cm ™! when the solvent is CS, is indicative of very weak
hydrogen bonding to the solvent in this case. When the solvent is benzene, the position of the OH
stretching vibration for CH;OH in a dilute solution is at 3607 cm™!, indicating significant interaction
of the OH group with the n-electron system of the benzene ring. Benzene is known to form complexes

0.05 M
g 0.15 M
c
S
€
[72]
G 0.25 M
=
B
T T T
3642 3504 3360
cm™!

B FIGURE 6.9 Infrared spectra for solutions of CH;0H in CCl,,.
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with Lewis acids because of its ability to behave as a Lewis base (see Chapter 9). It is certainly not an
“inert” solvent that should be chosen when hydrogen bonding studies are being carried out.

A relationship has been developed that relates the position of the O-H stretching band of an alcohol
to the electronic character of the solvent. That equation is based on the assumption that an oscillating

electric dipole is interacting with a solvent of dielectric constant . The equation can be written as
Ve Vs _ o1 (6.24)

Vg 2¢ +1

where v, and v, are the stretching frequencies in the gas phase and in solution and C is a constant. The
dielectric constant at high frequency is usually approximated as the square of the index of refraction,
n. When that is done, the shift in the position of the stretching band, Av = (v, - ;) is represented by
the equation

d Av c n? —1

Vg 2n? +1 (6.25)

which is known as the Kirkwood-Bauer equation. Figure 6.10 shows the correlation of the positions
of the O-H stretching band of CH;OH in heptane, CCl,, CS,, and benzene. The first three solvents
appear to solvate CH3;OH in a “normal” manner and obey the Kirkwood-Bauer equation, but benzene
is clearly interacting in a different way. As mentioned earlier, benzene is an electron donor that even
forms complexes with metals. It is apparent from Figure 6.10 that benzene is by no means an “inert”
solvent with regard to hydrogen bonding.

Hydrogen bond energies are sometimes described as weak, normal, or strong based on the strength
of the bonds. Weak hydrogen bonds are those that are weaker than about 12k] mol™! and are typi-
cal of the intramolecular hydrogen bond in 2-chlorophenol. Normal hydrogen bonds (which include

0.28
0.27 -
0.26 - CS,
0.25 -
0.24 -
0.23 -
0.22 -
0.21 -
0.20 A
0.19 CyHsg

0.18
0.008 0.012 0.016 0.02 0.024

Av

Vg

n2—1
2n2 + 1

CeHe ®

cal,

B FIGURE6.10 A Kirkwood-Bauer plot showing the effect of solvent on the 0—H stretching band of methanol in different solvents.
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the vast majority of cases) are those which have energies of perhaps 10 to 40k] mol~!. Typical of this
type of bond are those that occur between alcohols and amines. The strong hydrogen bonds found
in the symmetric bifluoride ion, [F --- H --- F]~, have a bond energy of approximately 142kJ mol '
This ion has a distance between fluorine centers of 226 pm, so each bond is 113 pm, in accord with the
bond order being 1/2. In this case, the strength of the hydrogen bonds is comparable to that of weak
covalent bonds such as F-F, I-I, and the O-O bond in O,°".

Strengths of chemical bonds correspond to the bond enthalpies for molecules in the gas phase, and
it is desirable to measure enthalpies of hydrogen bonding for that type of interaction. However, most
hydrogen-bonded systems are not stable enough to exist at the temperatures required to vaporize the
donor and acceptor. Therefore, strengths of hydrogen bonds are usually determined calorimetrically by
mixing solutions containing the donor and acceptor. When the influence of the solvent is considered,
as illustrated by the relationship shown in Eq. (6.25), the question arises as to whether the measured
enthalpy is actually that of the hydrogen bond. The situation can be illustrated by means of a thermo-
chemical cycle in which B is an electron pair donor and —X-H is the species that forms the hydrogen
bond:

AHyg
:B(gas) + —X—H(gas) ——> [-X—H---B](gas)
AH, TAHZ AHj

AHpg
:B(solv) + —X—H(solv) ——> [=X—H- - -B](solv)

The actual strength of the hydrogen bond, AHy, is not necessarily the same as that given by the
enthalpy of the reaction measured in solution, AHy". An ideal solution is one in which the heat of
mixing is 0, so the question arises as to whether -X-H and B form ideal solutions with the solvent. If
the solvent is one such as benzene, which forms weak hydrogen bonds to -X-H, those bonds must be
broken before the hydrogen bond to B can form. Therefore, the enthalpy measured in solution will
not be the same as that which corresponds to the gas phase reaction. The same situation exists if the
solvent is one that interacts with B. Mathematically, the requirement for the gas and solution phase
enthalpies to be equal is that IAH; + AH,| = IAH;!. If the extent to which the solvent is a participant
in the process is indicated by the position of the “free” O-H stretching band, it can be seen that hep-
tane is the most nearly “inert” solvent of those just discussed. In fact, the “inertness” decreases in the
order heptane > CCl; > CS, > > CgH,. This series is in accord with the trend illustrated in Figure
6.10. A good test for evaluating the role (if any) of the solvent in hydrogen bonding is to determine
the enthalpy of the hydrogen bond formation in different solvents to see if the measured enthalpy
is the same. Although the solvent most widely used in hydrogen bonding studies has probably been
CCly, hexane or heptane is usually a better choice.

There have been many studies on the formation of hydrogen bonds between alcohols and a wide
range of bases. If the bases are of similar type (for example, all nitrogen donor atoms in amines), there
is also frequently a rather good correlation between the shift of the O-H stretching band and other
properties. For example, stretching frequency shifts of the OH bonds in alcohols have been correlated
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with base strength of the electron pair donor. As long as the bases have similar structure, the correla-
tions are generally satisfactory. Figure 6.11 shows such a correlation for trimethylamine and triethyl-
amine as well as a series of methyl-substituted pyridines. It is apparent that the correlation is quite
good, and it can be expressed as

Avgy = apK, +b (6.26)
where a and b are constants. The availability of electrons on the donor atom in a base molecule deter-
mines not only its ability to bind H* but also its ability to attract a hydrogen atom in forming a hydro-
gen bond. Consequently, it is reasonable to expect some relationship to exist between base strength
and hydrogen bonding ability.

Relationships between the stretching frequency shifts and hydrogen bond enthalpies have also been
established. Such a correlation can be written in the form

—AH = cAv, +d (6.27)

where ¢ and d are constants. For bases of a different structural type, the constants may have different
values. Many correlations of this type have been developed, and some of them are useful, empirical
relationships.

Hydrogen bonding is a special type of acid-base interaction (see Chapter 9). Probably the most impor-
tant equation relating hydrogen bond strengths is the equation known as the Drago four-parameter
equation,

—AH = C,Cy + ELE; (6.28)
which applies to many types of acid-base interactions. This equation is based on the assumption that a
bond (including a hydrogen bond) is made up of a covalent part and an electrostatic part. The covalent
contribution to the bond enthalpy is given by the product of parameters giving the covalent bonding
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340 - 4 3,4-dimethylpyridine
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_| | 8 3-methylpyridine
300 9 pyridine

280 . . ; . . =
3 4 5 6 7 8 9

Avg, cm~1

W FIGURE6.11  Shift of the OH stretching band for methanol hydrogen bonded to several bases as a function of base strength.
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ability of the acid and base (C, and Cy), and the product of the electrostatic parameters (E, and Ej)
gives the ionic contribution to the bond. When tables are available that give the needed parameters,
the calculated enthalpies of interaction agree remarkably well with the experimental values. Because of
the wider use of the Drago equation in other types of acid-base interactions, it will be discussed more
fully in Chapter 9.

As the brief introduction to the subject presented here shows, hydrogen bonding is extremely impor-
tant in all areas of chemistry. Additional topics including discussions of experimental methods for
studying hydrogen bonding can be found in the references cited at the end of this chapter.

6./ COHESION ENERGY AND SOLUBILITY PARAMETERS

Molecules have forces of attraction between them, and these intermolecular forces are responsible for
many of the properties of liquids. There is a cohesion energy that holds the molecules together. The
energy necessary to overcome these forces to vaporize a mole of liquid is known as the cohesion energy
of the liquid or the energy of vaporization. It is related to the enthalpy of vaporization by the equation

AH,,, = AE,,, + A(PV) (6.29)

Therefore, since A(PV) = RT
AEva\p =E = AI{vap —RT (6.30)

where E, is the cohesion energy of the liquid. The quantity E./V,, where V,, is the molar volume of the
liquid is known as the cohesion energy density. A useful thermodynamic relationship is

dE =T dS— P dv (6.31)
This equation can be written as
OE a8 oP
2 -of] el -
ov v ); aT ),
where P is the external pressure. The internal pressure, P;, is given by
P = T[a_P] (6.33)
aT ),
which can also be written as
v/IaT
) = (ovjor), (6.34)
(ov/op),

The quantity (0V/0T)p is the coefficient of thermal expansion and (0V/9P)r is the coefficient of com-
pressibility of the liquid. For many liquids, the internal pressure is in the range 2000 to 8000 atm.
Because the internal pressure is so much greater than the external pressure,

E.=P—-P=~P (6.35)
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The solubility parameter, §, is expressed in terms of the cohesion energy per unit volume by the equation

- B
0= \/; (6.36)

where V is the molar volume. The dimensions for § are (energy/volume)'/? with suitable units being

[cal/cm?®]'/? or cal'/? cm™3/2, a unit, h, known as 1 hildebrand in honor of Joel Hildebrand, who did
pioneering research on the liquid state for many years. Many of the standard tables that give solubility
parameters are in those units. Because 1 cal = 4.184], the conversion factor from cal'/? cm =32 to J'/?
cm 32 is 4.184'/2 = 2.045. Both sets of units are in common use (sometimes both are indiscriminately
referred to as h), and most of the extensive tables found in the older literature give values in cal'/?
cm 32 The solubility parameters in J'/2 cm 3/ for some common liquids are shown in Table 6.7.

The cohesion energies of liquids determine their mutual solubility. If two liquids have greatly differ-
ing cohesion energies, they will not mix because each liquid has a greater affinity for molecules of its
own kind than for those of the other liquid. Water (6 = 53.2h) and carbon tetrachloride (6 = 17.6h)
provide an example that illustrates this principle. In contrast, methanol (6 = 29.7h) and ethanol
(6 = 26.0h) are completely miscible.

Solubility parameters for many liquids are available in extensive tables (see references at the end of
this chapter). In order to determine solubility parameters for liquids, we need to know the heat of

Table 6.7 Solubility Parameters for Liquids (in J"/2cm™~3/2).

Liquid Solubility Parameter, h Liquid Solubility Parameter, h
CeHia 14.9 s, 20.5
ccl, 17.6 CH;NO, 25.8
CeHe 18.6 Br, 235
CHCl4 19.0 HCON(CH3)® 247
(CH;),CO 205 C,HsOH 26.0
CgHsNO, 237 H,0 53.2
n-CsHy, 14.5 CH;COOH 213
CeHsCH; 18.2 CH;OH 29.7
XeF, 333 XeF, 30.9
(CyHs),0 15.8 n-CgHsg 153
(C,Hs);B 15.4 (CHs),Zn 18.2
(CHa3)5AIP 20.8 (C,Hs);AlP 23.7
(n-C5H,);AIP 17.0 (i-C4Ho)3AI° 15.7
N,N-Dimethylformamide.

bThese compounds are extensively dimerized.
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vaporization. Over a reasonable temperature range, the relationship between the vapor pressure of a
liquid and temperature is given by
AH 6.37
Inp=——"T2+C (6:37)
RT

where p is the vapor pressure, AH,,;, is the heat of vaporization, T is the temperature (K), and C is
a constant. If the vapor pressure is available at several temperatures, one way in which the heat of
vaporization is determined is from the slope of the line that results when natural logarithm of the
vapor pressure is plotted against 1/T. Therefore, it is possible to evaluate the solubility parameter for a
liquid if vapor pressure data are available and if the density is known so that the molar volume can be
calculated.

Although Eq. (6.37) is commonly used to represent the vapor pressure as a function of temperature, it
is by no means the best equation for the purpose. For many compounds, a more accurate representa-
tion of the vapor pressure is given by the Antoine equation,

B
C+t

logp=A-— (6.38)

In this equation, A, B, and C are constants that are different for each liquid, and ¢ is the temperature
in °C. Numerical procedures exist for determining the values for A, B, and C for a liquid if the vapor
pressure is known at several temperatures. By making use of the equation

E. = AH,,, — RT (6.39)

after determining the heat of vaporization from a plot of In p versus (C + t), the cohesion energy can
be expressed as
2.303BT

(C+1)

This equation is the one most often used to calculate the cohesion energy of a liquid. From the molar
mass and density of the liquid, the molar volume can be determined, and by means of Eq. (6.36) the
value of ¢ can be determined. The importance of the solubility parameter for interpreting several types
of interactions will now be illustrated.

E, = RT

(6.40)

The solubility parameter provides a way to assess the degree of cohesion within a liquid. The values
for nonpolar liquids in which there are only relatively weak intermolecular forces are typically in the
range 15 to 18h (J'/2 cm~%?). This includes compounds such as CCl,, C¢Hg, and alkanes. Molecules
of these liquids interact only by London forces, so there is no strong association of molecules. For
a given series of molecules (such as alkanes) it is to be expected that the value of é should increase
slightly as the molecular weight increases. This trend is observed with the solubility parameter for
n-pentane being 14.5 h while that for n-octane is 15.3 h. On the other hand, molecules of CH;OH and
C,H;50H interact by not only London forces but also dipole-dipole forces and hydrogen bonding. As
a result, the solubility parameters for these compounds are in the range 25 to 30h. It is clear that the
solubility parameter can provide useful insight to the nature of the intermolecular forces in liquids.
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In addition to the obvious uses of solubility parameters in predicting physical properties, it is also
possible in some cases to study other types of intermolecular interactions. For example, the solubility
parameter for triethylboron, (C,Hs)3B, is 15.4h, whereas that for triethylaluminum (C,Hs)3Al is
23.7h. Triethylboron is known from other studies not to associate, whereas triethylaluminum exists
as dimers.

Another important use of solubility parameters is in interpreting the effects of different solvents on the
rates of reactions. In a chemical reaction, it is the concentration of the transition state that determines
the rate of the reaction. Depending on the characteristics of the transition state, the solvent used can
either facilitate or hinder its formation. For example, a transition state that is large and has little charge
separation is hindered in its formation by using a solvent that has a high value of ¢. The volume of
activation is usually positive for forming such a transition state which requires expansion of the sol-
vent. A reaction of this type is the esterification of acetic anhydride with ethyl alcohol:

(CH,C0),0 + C,H,OH — CH,C(0)OC,H; + CH;COOH (6.41)

Because the transition state is a large aggregate with low charge separation, the rate decreases with
increasing ¢ of the solvent. The rate of the reaction is almost 100 times as great in hexane (6 = 14.9h)
as it is in nitrobenzene (6 = 23.7h).

When two reacting species form a transition state in which ions are being formed, the volume of acti-
vation is often negative. The formation of such a transition state is assisted by a solvent that has a high
solubility parameter. The reaction

(C,Hy)sN + C,HJI — (C,H,),N*T- (6.42)

is of this type, and it passes through a transition state in which charge is being separated. The forma-
tion of such a transition state is assisted by a solvent having a large solubility parameter. For this reac-
tion, the rate constant increases approximately as a linear function of ¢ for several solvents. In the
reaction

+CI- +1-
CH,I + CI© — CH,Cl + 1 (6.43)

the transition state can be shown as

in which the —1 charge is spread over a large structure. Consequently, a solvent of high § inhibits the
formation of the transition state, and it is found that the rate constant for the reaction when dimethyl-
formamide, HCON(CHj;), (6 = 24.7h) is the solvent is over 10° times as great as when the solvent is
CH;0H (§ = 29.7h).
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The cases just described serve to illustrate two important principles that relate the rates of reactions to
the solubility parameter of the solvent. First, solvents having large ¢ values assist in the formation of
transition states having high polarity or charge separation. Second, solvents having large ¢ values hin-
der the formation of transition states which are large, nonpolar structures. However, a large number of
properties of solvents have been used to try to correlate and interpret how changing solvents alters the
rates of reactions. It is clear that the solubility parameter is one important consideration when inter-
preting the role of the solvent in reaction kinetics or choosing a solvent as a reaction medium. It is not
appropriate to discuss this topic further in a general book such as this, but the references listed should
be consulted for additional details.
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B QUESTIONS AND PROBLEMS

1.

For OF, and H,O, the bond angles are 103° and 104.5°, respectively. However, the dipole moments of these
molecules are 0.30 D and 1.85 D, respectively. Explain the factors that cause such a large difference in the
dipole moments of the molecules.

. Explain why the heat of interaction between C;H;OH and R,O is considerably larger than that for CsH;OH

interacting with R,S.

3. Explain why m-NO,C4sH,OH and p-NO,CzsH,OH have different acid strengths. Which is stronger? Why?

. In a certain solvent (A), the O-H stretching band of methanol is observed at 3642cm™". In that solvent, the

heat of reaction of methanol with pyridine is —36.4k] mol ™. In another solvent (B), the O-H stretching band
is observed at 3620 cm ™! and the heat of reaction with pyridine is —31.8 k] mol~'.

(a) Write the equation for the interaction between methanol and pyridine.

(b) Explain the thermodynamic data using a completely labeled thermochemical cycle as part of your
discussion.

. The boiling points of methanol and cyclohexane are 64.7 and 80.7 °C, respectively, and their heats of vapor-

ization are 34.9 and 30.1kJ mol~!. Determine the entropy of vaporization for these liquids and explain the
difference between them.

. The boiling point of CH3;0H is 64.7 °C and that of CH3SH is 6 °C. Explain this difference.

. The viscosities for three liquids at various temperatures are given below.

Temp, °C 10 20 30 40 60
CgHqg: 71, cP 6.26 5.42 4.83 4.33 297
CH50OH: 71, cP 6.90 593 — 4.49 3.40
CeHe: 71, P 7.57 6.47 5.61 4.36(50°) —

(a) Explain why the viscosity of CH;OH (formula weight 32) is approximately the same as that of octane (for-
mula weight 114).

(b) Explain why the viscosity of C4Hg is higher than that of CgH,5 despite the difference in formula weights.
(c) Make an appropriate graph for each liquid to determine the activation energy of viscous flow.

(d) Explain the values for the activation energy of viscous flow in terms of intermolecular forces.

. The viscosities for three liquids at various temperatures are given below.

Viscosity, cP

Temp., °C CeH1a CsH5NO, i-C3H,0H
0 4.012 28.2 45.646
20 3.258 19.8 23.602
35 — 155 —

40 2.708 — 13.311
60 2.288 — —

80 — — 5.292
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(a) Explain why the viscosity of C4H,, is so much lower than that of nitrobenzene.

(b) Explain why the viscosity of i-C3H,;OH is higher than that of C4H,4 despite the significant difference in
formula weights.

(c) Make an appropriate graph for each liquid to determine the activation energy of viscous flow.
(d) Explain the values for the activation energy of viscous flow in terms of intermolecular forces.

9. Explain why acetic acid is extensively dimerized in dilute solutions when benzene is the solvent but not when
the solvent is water.

10. (a) Phenol, CcH5;OH, hydrogen bonds to both diethyl ether, (C,H;s),0 and diethyl sulfide, (C,H;),S. In one
case, the OH stretching band is shifted by 280cm™!, and in the other the shift is 250cm™!. Match the
band shifts to the electron pair donors and explain your answer.

(b) The strengths of the hydrogen bonds between phenol and the two electron pair donors are 15.1 and
22.6kJ mol~!. Match the bond strengths to the donors and explain your answer.

11. Explain why the solubility of NaCl in CH;OH is 0.237 grams per 100 grams of solvent, whereas in
C,H;0H the solubility is only 0.0675 grams per 100 grams of solvent. Estimate the solubility of NaCl in
i-C3H,OH.

12. Use structural arguments to explain why SF, has a boiling point of —40 °C whereas SF4 sublimes at —63.8 °C.

13. Molecules of both Br, and ICI have 70 electrons, but one of the substances boils at 97.4 °C and the other boils
at 58.8 °C. Which has the higher boiling point? Explain your answer.

14. Molecules of H,S, Ar, and HCI have 18 electrons. Boiling points for these substances are —84.9, —60.7, and
—185.7 °C. Match the boiling points to the compounds and explain your answer.

15. Explain why hydrazine, N,H,, has a viscosity of 0.97cP at 20 °C, whereas hexane, C¢H,,, has a viscosity of
0.326 cP at the same temperature.

16. Although fluorobenzene and phenol have almost identical formula weights, one has a viscosity of 2.61cP at a
temperature of 60 °C and the other has a viscosity of 0.389 cP at the same temperature. Assign the viscosities to
the correct liquids and explain your answer.

17. The solubility of NO in water at 25 °C is more than twice that of CO. Explain this difference in terms of the
difference in the structures of the molecules.

18. Explain in terms of molecular structure the following trend in solubilities of the gases in water: C,H, > >
C,H,; > C,H,. How does the trend in solubility reflect other chemical properties?

19. Make a sketch showing a water molecule approaching a molecule of Xe and how that affects the electron
cloud of the Xe atom. Use this sketch to explain how the Xe-H,O pair would interact with an additional water
molecule.

20. Ammonium salts such as NH4Cl are sometimes observed to undergo an abrupt change in heat capacity (and
hence entropy) at some temperature below the melting point. Describe the processes likely responsible for
these observations.

21. Use the bond moments shown in Table 6.2 and the fact that the bond angle in H,S is 92.2° to calculate the
dipole moment of the molecule.

22. Using molecular structures and principles of intermolecular forces, explain why liquid BrF; has a viscosity that
is approximately three times that of BrF; at a temperature of 20 °C.
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23. Explain why the viscosities of m-CICsH,OH and p-CIC;H,OH at 45 °C are approximately equal while that of
0-CIC¢H,OH is about half as large.

24. Explain why the heat of vaporization of 2-pentanone is 33.4kJ] mol~! while that of 2-pentanol is 41.4Kk]
mol L.

25. The viscosity of 1-chloropropane is only about one-seventh that of 1-propanol. Explain this difference in terms
of intermolecular forces.



Chapter

lonic Bonding and
Structures of Solids

Molecular geometry and bonding in covalent molecules are covered in detail in several courses in
chemistry including inorganic chemistry. A thorough knowledge of these topics is essential for inter-
preting properties of inorganic compounds and predicting their reactions. However, one should
not lose sight of the fact that a great many inorganic materials are solids. Some covalent solids were
described briefly in Chapter 4, but many others are metals or crystals that are essentially ionic in
nature. In order to deal with the chemistry of these materials, it is necessary to be familiar with the
basic crystal structures and the forces that hold them together. Consequently, this chapter presents a
survey of ionic bonding, describes the structures of several types of crystals, and explains the structures
of metals. Crystals are never perfectly regular, so it is also essential to discuss the types of defects that
occur in the structures of ionic salts and metals.

Although ionic crystals are held together by electrostatic forces, the ions become separated when the
solid dissolves. Ions are strongly attracted to the ends of polar molecules that have charges opposite to
those of the ions. Because the dissolution of solids is intimately related to their chemical behavior, the
energy relationships for dissolving ionic solids will also be discussed. Moreover, the proton affinities of
some anions can be determined by means of thermodynamic studies on the decomposition of solids
as will be illustrated in this chapter. This chapter provides an overview of several aspects of structures
and bonding in inorganic solids. Transformations of materials in the solid state is a growing area of
importance, and Chapter 8 will deal with the behavior of solids from the standpoint of the rates and
mechanisms of such processes.

7.1 ENERGETICS OF CRYSTAL FORMATION

When ions are formed by electron transfer, the resulting charged species interact according to
Coulomb’s law,

r=1% (7.1)

In this equation, ¢; and ¢, are the charges, r is the distance separating them, and ¢ is the dielectric con-
stant, which has a value of 1 for a vacuum or free space. This force law has no directional component

211
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and operates equally well in any direction. Therefore, we are concerned primarily with the energies of
ionic bond formation, although the arrangement of ions in the lattice is of considerable importance.

Sodium chloride is formed from the elements in their standard states with a heat of formation of
—411kJ mol ™

Na(s) + }5 Cly(g) — NaCl(s) AH# = =411 kJ mol™ (7.2)

This process can be represented as taking place in a series of steps, each of which has a well-known
enthalpy associated with it. The application of Hess's law provides a useful way to obtain the enthalpy
for the overall process because it is independent of the path.

The enthalpy of formation of a compound is a so-called thermodynamic state function, which means
that the value depends only on the initial and final states of the system. When the formation of crys-
talline NaCl from the elements is considered, it is possible to consider the process as if it occurred in
a series of steps that can be summarized in a thermochemical cycle known as a Born-Haber cycle. In
this cycle, the overall heat change is the same regardless of the pathway that is followed between the
initial and final states. Although the rate of a reaction depends on the pathway, the enthalpy change is
a function of initial and final states only, not the pathway between them. The Born-Haber cycle for the
formation of sodium chloride is shown as follows:

[}

AH
Na(s) +12Cl, (9)  ——"", NaCl(s)

S 12D -U

Na(g) + Cl (g) ——> Na*(g) + CI(g)

In this cycle, S is the sublimation enthalpy of Na, D is the dissociation enthalpy of Cl,, I is the
ionization potential of Na, E is the energy released when an electron is added to a Cl atom, and U is
the lattice energy.

Sometimes, the unknown quantity in the cycle is the lattice energy, U. From the cycle just shown,
we know that the heat change is the same regardless of the pathway by which NaCl(s) is formed.
Therefore, we see that

AHP® =S+, D+I1+E-U (7.3)
Solving this equation for U, we obtain
U=S+Y% D+I1+E—AH? (7.4)

Using the appropriate data for the formation of sodium chloride, U (k] mol™!) = 109 + 121 + 496
— 349 — (—411) = 786kJ mol . Although this is a useful approach for determining the lattice energy
of a crystal, the electron affinity of the atom gaining the electron is difficult to measure experimentally.
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In fact, it may be impossible to measure the heat associated with an atom gaining two electrons, so the
only way to obtain a value for the second electron affinity is to calculate it. As a result, the Born-Haber
cycle is often used in this way, and this application of a Born-Haber cycle will be illustrated later in
this chapter. In fact, electron affinities for some atoms are available only as values calculated by this
procedure, and they have not been determined experimentally.

Consider the process in which 1 mole of Na*(g) and 1 mole of Cl~(g) are allowed to interact to pro-
duce 1 mole of ion pairs rather than the usual three-dimensional lattice. Energy will be released as
the positive and negative charges get closer together. In this case, the energy released is approximately
—439kJ per mole of ion pairs formed when the internuclear distance is the same as it is in the crystal,
279pm (2.79A). However, if 1 mole of Na*(g) and 1 mole of Cl™(g) are allowed to form a mole of
solid crystal, the energy released is about —786kJ. The term lattice energy is applied to the process of
separating 1 mole of crystal into the gaseous ions. Therefore, if the energy released when a mole of crys-
tal forms from the gaseous ions is —786kJ, the energy absorbed when 1 mole of crystal is separated into
the gaseous ions will be +786KJ. This convention is exactly the same as that which applies to covalent
bond energies. If we divide the lattice energy by the energy released when ion pairs form, we find
that —786kJ] mol ™!/ —439k] mol ! = 1.78. This ratio is of particular importance in considering crystal
energies, and it is known as the Madelung constant, which will be discussed later.

As we have seen, several atomic properties are important when considering the energies associated
with crystal formation. Ionization potentials and heats of sublimation for the metals, electron affini-
ties, and dissociation energies for the nonmetals, and heats of formation of alkali halides are shown in
Tables 7.1 and 7.2.

When a single ion having a +1 charge and one having a —1 charge are brought closer together, the
electrostatic energy of the interaction can be represented by the equation

E=-< (7.5)

Table 7.1 lonization Potentials and Heats of Sublimation of Alkali Metals and the Heats of
Formation of Alkali Metal Halides.

AH¢ (kJ mol~") of halide MX

I (k) sb (i
Element mol™") mol™") X=F X=dl X = Br X=1
Li 518 160 605 408 350 272
Na 496 109 572 411 360 291
K 417 90.8 563 439 394 330
Rb 401 83.3 556 439 402 338
Cs 374 79.9 550 446 408 351

9lonization potential of the metal.
b Heat of sublimation of the metal.
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Table 7.2 Electron Affinities and Dissociation Energies for Halogens.

Element  Electron affinity (k) mol~ ')  Dissociation energy (kJ mol ")

Fy 333 158
cl, 349 242
Br, 324 193
I, 295 151

where e is the charge on the electron and r is the distance of separation. If the number of ions of each
type is increased to Avogadro’s number, N, the energy released will be N, times the energy for one ion
pair,

Ee— N e?

(7.6)

It is easy to use this equation to determine what the attraction energy would be for 1 mole of Na*(g)
interacting with 1 mole of Cl~(g) at a distance of 2.79A (279 pm). We will calculate the value first in
ergs and then convert the result into kilojoules. Because the charge on the electron is 4.8 X 1079 esu
and 1 esu = 1g"/2 cm?/? sec™!, the attraction energy is

E— (6.02X102%)(4.8 X 10710 g!/2 cm3/2 sec™!)?
2.79X 1078 cm

=4.97 X102 erg=4.97 X10°J=497Kk]

We have already mentioned that for sodium chloride approximately 1.78 times as much energy is released
when the crystal lattice forms as when ion pairs form. This value, the Madelung constant (A) for the sodium
chloride lattice, could be incorporated to predict the total energy released when 1 mole of NaCl crystal is
formed from the gaseous Na*™ and Cl~ ions. The result would be

_ N, Ae?
r

E= (7.7)
Multiplying the result just obtained for ion pairs by 1.75 indicates that the lattice energy would be
875k] mol !, but the actual value is 786k] mol!. The question to be answered is, why does forming
the crystal release less energy than expected?

A sodium ion has 10 electrons surrounding the nucleus, and a chloride ion has 18 electrons. Even
though the sodium ion carries a positive charge and the chloride ion has a negative charge, as the
ions get closer together, there is repulsion between the electron clouds of the two ions. As a result, the
calculated attraction energy is larger than the lattice energy. The equation for the lattice energy should
take into account the repulsion between ions that increases as the distance between them becomes
smaller. This can be done by adding a term to the expression that gives the attraction energy to take
into account the repulsion as a function of distance. The repulsion is expressed as

Rzrﬁn (7.8)
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Potential
energy, U

0

Umin

M FIGURE 7.1  Variation of potential energy with distance separating a cation and an anion.

where B and n are constants and r is the distance separating the ion centers. The value of n depends on
the number of electrons surrounding the ions, and it is usually assigned the values 5, 7, 9, 10, or 12 for
ions having the electron configurations of He, Ne, Ar, Kr, or Xe, respectively. For example, if the crystal
is NaE an n value of 7 is appropriate. If the crystal is one in which the cation has the configuration of
one noble gas but the anion has a different noble gas configuration, an average value for n is chosen.
For example, Na*t has the configuration of Ne (n = 7), but Cl~ has the configuration of Ar (n = 9).
Therefore, a value of 8 can be used in calculations for NaCl. When the repulsion is included, the lattice
energy, U, is expressed as

_ N,Ae? B

+— (7.9)
T "

u=

We know the values of all of the quantities shown in this equation except B.

When positive and negative ions are relatively far apart, the overall electrostatic charges (which lead
to attraction) dominate the interaction. If the ions are forced very close together, there is repulsion. At
some distance, the energy is most favorable, which means that the total energy is a minimum at that
distance as shown in Figure 7.1. To find where the minimum energy occurs, we take the derivative
dU/dr and set it equal to zero:

d_U _ N_Ae? 1B

_No _
o 0= 2 o (7.10)
When we solve for B, we obtain
N_Ae?rn1
B=-—° (7.11)
n

We have approached this problem in terms of the lattice forming from the ions. However, the lattice
energy is defined in terms of the energy required to separate it into the gaseous ions. Therefore, as
used in Eq. (7.9), the value for U will be negative because the attraction energy is much larger than the
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repulsion energy at the usual internuclear distance. When we substitute the value for B into Eq. (7.9)
and change the sign to show the separation of the crystal into gaseous ions, we obtain

u=Note? [1 —1] (7.12)
r n

This equation is known as the Born-Landé equation, and it is very useful for calculating lattice ener-

gies of crystals when the values are known for A, r, and n. If ions having charges other than +1 and —1

form the lattice, the charges on the cation and anion, Z, and Z, must be included in the numerator of

the factor preceding (1 — 1/n) to give (Z.Z,N,Ae*/r)(1 — 1/n).

7.2 MADELUNG CONSTANTS

We have already defined the Madelung constant as the ratio of the energy released when a mole of
crystal forms from the gaseous ions to that released when ion pairs form. In order to understand what
this means, we will consider the following example. Suppose that a mole of Na* and a mole of Cl~
ions form a mole of ion pairs where the internuclear distance is r. As was shown earlier, the energy of
interaction would be —N,e?/r, where the symbols have the same meaning as in Eq. (7.12). Now let us
arrange a mole of Na™ and a mole of Cl™ ions in a chain structure:

It is now necessary to calculate the energy of interaction for the ions in this arrangement. The energy
of interaction of a charge g located in an electric field of strength V that has an opposite charge is
given by —Vg. The procedure that we will use to calculate the interaction energy for the chain of ions
involves calculating the electric field strength, V, at the reference ion +* that is produced by all of the
other ions. Then, the total interaction energy will be given by Ve where e is the charge on the electron.
In the arrangement of ions just shown, the cation labeled as +* is located at a distance of r from two
negative ions, so the contribution to the electric field potential at +* is —2e/r. However, two positive
ions are located at a distance of 2r from the +* ion, which gives a contribution of +2e/2r to the elec-
tric field strength. Continuing outward from +* we find two anions at a distance of 3r, and the contri-
bution to the field strength is —2e/3r. If we continue working outward from the reference ion +*, we
would find that the contributions to the electric field strength can be represented as a series that can be

written as
V:_E-FE_E-{-E_E-FE_ (7.13)
r 2r 3r 4r 5r Or
If we factor out —e/r, the field strength, V, can be written as
y=-2% 2_14_3_34_3_34_... (7.14)

T 3 4 5 6
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The series inside the parentheses converges to a sum that is 2 In2 or 1.38629. This value is the
Madelung constant for a hypothetical chain consisting of Na* and Cl~ ions. Thus, the total interaction
energy for the chain of ions is —1.38629N,e?/r, and the chain is more stable than ion pairs by a factor
of 1.38629, the Madelung constant. Of course NaCl does not exist in a chain, so there must be an even
more stable way of arranging the ions.

In the preceding illustration, the series happened to be one that is recognizable for which the sum is
known. A more likely situation is that the series might be made up of terms that do not lead to a rec-
ognizable sum and may not converge quickly. In that case, a numerical procedure for finding the value
to which the series converges is available, and it will be described by using the foregoing example.
The procedure consists of finding the sums progressively by summing the first term (only one value,
2.0000), then adding one term each time. After the sums (A) for several terms are found, the averages
are obtained for adjacent sums and written in another column. Then, the average values for the pre-
vious averages are obtained and written in a different column. In each step, there is one less average
value than the number of sums being taken. Eventually, only one average value results, and that gives
an approximation to the summation of the series. The procedure is a numerical converging process
that is illustrated below where the subscripts on A give the numbers of the terms being included in the
summation. For example, A, , ; indicates that the summation is over terms 1, 2, and 3 of the series.

Averages
Al =2.0000
1.5000
Ara =1.0000 14167
13384 1:3959
Aizs =1.6667 13751 13896
1.4167 1.3834
. —1.1667 1.3917
1.3917
A12345 =1.5667

Note that in this case only five terms have been included in the partial summation, but the averaging
procedure produces an approximate convergence to a value of 1.3896. This value differs only insigni-
ficantly from the correct sum of 1.38629, which was obtained earlier as the value 2 In2. Finding the
Madelung constant for a crystal that has a three-dimensional lattice is by no means this easy. However,
the numerical convergence technique just illustrated is a very useful technique in cases where it can be
applied. For three-dimensional lattices, it becomes much more difficult to determine the distances of
ions from the reference ion used as the initial point in determining the electric field strength. While
the hypothetical chain structure does not correspond to an actual crystal, it provides a convenient



218 CHAPTER7 lonic Bonding and Structures of Solids

O

O
O
O

O 0 O

*r

2r\>%

O
o O
O O

N

OoOo0OoO

OO o O o0
O o ®o
Oo0Oo0OoO0
OO O0O0OO00OOo

O O O

W FIGURE7.2  Alayerof ions in the sodium chloride crystal structure.

model to show how a Madelung constant can be obtained, but it is difficult when the lattice has three
dimensions.

When a three-dimensional crystal lattice forms from ions, each ion is surrounded by several nearest
neighbors, the number and geometrical distribution of which depends on the type of crystal struc-
ture. The Madelung constant takes into account the interaction of an ion with all of the other ions
rather than with only one ion of opposite charge. As a result, it has a numerical value that depends on
the structure of the crystal. Consider the layer of ions shown in Figure 7.2 which shows the sodium
chloride arrangement. Keep in mind that the layer below the one shown has ions of opposite charge
directly below those in this layer, and the layer above the one shown will be arranged like the one
below the layer shown. We begin by starting with the reference ion +* and work outward to determine
the contributions to the electric field strength at that point.

First, there are six negative ions surrounding +* at a distance r: four in the layer shown, one above
page, and one below the page. These six negative ions generate a potential of —6e/r. Next, there are 12
cations at a distance of 2'/2r, four in the layer shown, four in the layer below the page, and four in the
layer above the page. The eight cations that are above and below the layer shown are directly below
and above the four anions shown closest to +*. These 12 cations generate a contribution to the field
that is expressed by 12e/2'/?. Working outward from +* we next encounter eight anions at a distance
of 3'/2r, which give rise to a contribution to the field that is expressed as —8e/3!/r. There are six cations
at a distance of 2r, which give rise to a contribution of 6e/2r. We could continue working outward and
obtain many other terms in the series. The series that represents V can be written as

_24_ 12e  8e +Ge+m (7.15)

r\/zr\/gr;

V=
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Table 7.3 Madelung Constants for Some Common Crystal Lattices.
Crystal type Madelung constant®
Sodium chloride 1.74756

Cesium chloride 1.76267

Zinc blende 1.63806

Wurtzite 1.64132

Rutile 2.408

Fluorite 2.51939

9 Rutile and fluorite have twice as many anions as cations. The factor of 2 is not included in the
numerical value shown.

from which we obtain

e 12 8
Sle——=+ 2 —3+... (7.106)
rl V2 3

In this series, the terms neither lead to a recognizable series nor converge very rapidly. In fact, it is a
rather formidable process to determine the sum, but the value obtained is 1.74756. Note that this is
approximately equal to the value given earlier for the ratio of the energy released when a crystal forms
to that when only ion pairs form. As stated earlier, the Madelung constant is precisely that ratio.

V=-—

Details of the calculation of Madelung constants for all of the common types of crystals are beyond
the scope of this book. When the arrangement of ions differs from that present in NaCl, the number
of ions surrounding the ion chosen as a starting point and the distances between them may be dif-
ficult to determine. They will most certainly be much more difficult to represent as a simple factor of
the basic distance between a cation and an anion. Therefore, each arrangement of ions (crystal type)
will have a different value for the Madelung constant. The values for several common types of crystals
are shown in Table 7.3.

7.3 THE KAPUSTINSKII EQUATION

Although the Born-Landé equation provides a convenient way to evaluate the lattice energy of many
crystals, it has some limitations. First, the crystal structure must be known so that the appropriate
Madelung constant can be chosen. Second, some ions are not spherical (for example, NO;™ is planar
and SO, is tetrahedral), so the distance between ion centers may be different in different directions.
As a result, another way to calculate lattice energies is needed. One of the most successful approaches
to calculating lattice energies for a wide range of crystals is provided by the Kapustinskii equation,

120,200 m Z_ Z,
T.+1,

345

U (kJ mol 1)= .
C a

(7.17)
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In this equation, r. and r, are the radii of the cation and anion in pm, Z, and Z_ are their charges, and
m is the number of ions in the formula for the compound. Note that the Madelung constant does
not appear in the Kapustinskii equation and that we need only the sum of the ionic radii (distance
between ion centers), not the individual radii. It is not necessary to know the crystal structure (and
hence the Madelung constant) for the crystal in order to use the Kapustinskii equation. The equation
gives highly reliable calculated values for crystals where the bonding is almost completely ionic (as is
the case for NaCl, KI, etc.). If there is a substantial amount of covalence (as there is in cases such as Agl
or CuBr), the calculated lattice energy does not agree well with the actual value. The large ions in com-
pounds of this type are easily deformed (polarizable) so they also have a substantial attraction that
results from their having charge separations because of being distorted. As was described in Chapter 6,
the van der Waals forces are significant between ions of this type. In spite of these limitations, the
Kapustinskii equation provides a useful way to calculate crystal energies.

There is another use of the Kapustinskii equation that is perhaps even more important. For many crys-
tals, it is possible to determine a value for the lattice energy from other thermodynamic data or the
Born-Landé equation. When that is done, it is possible to solve the Kapustinskii equation for the sum
of the ionic radii, r, + r.. When the radius of one ion is known, carrying out the calculations for a
series of compounds that contain that ion enables the radii of the counterions to be determined. In
other words, if we know the radius of Na* from other measurements or calculations, it is possible to
determine the radii of F~, Cl7, and Br™ if the lattice energies of NaFE NaCl, and NaBr are known. In
fact, a radius could be determined for the NO;™ ion if the lattice energy of NaNO; were known. Using
this approach, which is based on thermochemical data, to determine ionic radii yields values that are
known as thermochemical radii. For a planar ion such as NO;~ or CO527, it is a sort of average or effec-
tive radius, but it is still a very useful quantity. For many of the ions shown in Table 7.4, the radii were
obtained by precisely this approach.

74 IONIC SIZES AND CRYSTAL ENVIRONMENTS

It is apparent from the data shown in Table 7.4 that there is a great difference between the sizes of
some ions. For example, the ionic radius of Li* is 60 pm, whereas that of Cs™ is 169 pm. When these
ions are forming a crystal with Cl~, which has a radius of 181 pm, it is easy to understand that the
geometrical arrangement of ions in the crystals may be different even though both LiCl and CsCl have
equal numbers of cations and anions in the formulas.

When spherical objects are stacked to produce a three-dimensional array (crystal lattice), the relative
sizes of the spheres determine what types of arrangements are possible. It is the interaction of the
cations and anions by electrostatic forces that leads to stability of any ionic structure. Therefore, it is
essential that each cation be surrounded by several anions and each anion be surrounded by several
cations. This local arrangement is largely determined by the relative sizes of the ions. The number
of ions of opposite charge surrounding a given ion in a crystal is called the coordination number. This
is actually not a very good term because the bonds are not coordinate bonds (see Chapter 16). For a
specific cation, there will be a limit to the number of anions that can surround the cation because
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Table 7.4 Radii of Common Monatomic and Polyatomic lons.
Singly charged Doubly charged Triply charged
lon r,pm lon r,pm lon r, pm
Li* 60 Be?* 30 AR 50
Na* 98 Mg?* 65 Sc3t 81
K* 133 Ca?* 94 Ti3* 69
Rb* 148 Sr2* 110 V3F 66
Cs* 169 Ba%* 129 it 64
Cu® 96 Mn2* 80 Mn3* 62
Ag*t 126 Fe2t 75 Fe3* 62
NH,* 148 Co?* 72 N3~ 171
F- 136 Ni2* 70 p3- 212
a- 181 Zn?* 74 As3 222
Br- 195 0% 145 Sb3~ 245
I~ 216 S2- 190 PO,3~ 238
H™ 208 Se?” 202 Sb0,*~ 260
clo,” 236 Te?” 222 BiO.~ 268
BF;~ 228 SO,%~ 230
10,~ 249 Cro,2~ 240
MnO,~ 240 BeF,2~ 245
NO;~ 189 ok 185
CN™ 182
SCN™ 195

the anions will be touching each other. The opposite is also true, but the problem is greater with the
anions touching because most anions are larger than most cations.

Consider the arrangement of ions in which six anions surround a cation as shown in Figure 7.3. In
this arrangement, the six anions have their centers at the corners of an octahedron with the cation
at the center. There are four anions whose centers are in the same plane as the center of the cation in
addition to one anion above and below the plane.

Calculating the minimum size for the cation that can be in contact with the six anions as the anions
are just touching each other is a simple problem. The critical factor is the relative sizes of the ions,
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(3>
S

M FIGURE7.3  Anions surrounding a cation in an octahedral arrangement. Only the four in a plane are shown.

which is expressed as the radius ratio, r./r,. In the development that follows, the ions are considered to
be hard spheres, which is not exactly correct.

The geometry of the arrangement shown in Figure 7.3 is such that 0 is 45°. With this arrangement,
the four anions shown just touch the cation and just touch each other. Because S =1, + 1, the
relationship between the distances is

2
cosass= Y2 _Te_ T (7.18)
2 S 1.+,

The right-hand side of this equation can be expanded, after which solving for r./r, gives a value of
0.414. The significance of this value is that if the cation is smaller than 0.414 r, this arrangement
will probably not be stable because the anions will be touching each other without touching the cat-
ion. A radius ratio of at least 0.414 is required for all six of the anions to touch the cation. It is pos-
sible to consider an arrangement in which four anions surround a cation in a tetrahedral arrangement.
Performing a calculation similar to that just described leads to the conclusion that the four anions
will touch the cation only when 7, is at least 0.225 r,. Earlier it was shown that a radius ratio of at
least 0.414 is required to fit six anions around a cation when both are considered as hard spheres.
Therefore, it can be seen that when 0.225 < r/r, < 0.414, a tetrahedral arrangement of anions around
each cation should result. Similar calculations can easily be carried out to determine values for /7,
that lead to other stable arrangements of ions in other crystal environments. Keep in mind that this is
only a guide because ions are not actually hard spheres. The results of the calculations are summarized
in Table 7.5.

Based on the ionic radii, nine of the alkali halides should not have the sodium chloride structure.
However, only three, CsCl, CsBr, and Csl, do not have the sodium chloride structure. This means that
the hard sphere approach to ionic arrangement is inadequate. It should be mentioned that it does pre-
dict the correct arrangement of ions in the majority of cases. It is a guide, not an infallible rule. One of
the factors that is not included is related to the fact that the electron clouds of ions have some ability
to be deformed. This electronic polarizability leads to additional forces of the types that were discussed
in the previous chapter. Distorting the electron cloud of an anion leads to part of its electron density
being drawn toward the cations surrounding it. In essence, there is some sharing of electron density as
a result. Thus the bond has become partially covalent.
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Table 7.5 Arrangements of lons Predicted to Be Stable from Radius Ratio Values.
Number of nearest

r/rf Cation environment neighbors Example

1.000 fcc or hep? 12 Ni, Ti

0.732-1.000 Cubic 8 CsCl

0.414-0.732 Octahedral 6 NaCl

0.225-0.414 Tetrahedral 4 ZnS

0.155-0.225 Trigonal 3 —

0.155 Linear 2 —

fcc and hep are face-centered cubic and hexagonal close packing of spheres (see Section 7.8).

Although the structure of CsCl is quite different from that of NaCl, even CsCl can be transformed into
the sodium chloride structure when heated to temperatures above 445°C. Some of the other alkali
halides that do not have the sodium chloride structure under ambient conditions are converted to that
structure when subjected to high pressure. Many solid materials exhibit this type of polymorphism,
which depends on the external conditions. Conversion of a material from one structure to another is
known as a phase transition.

One interesting thing to note is that in cases where the radius ratio does not predict the correct
structure, it usually fails when its value is close to one of the limiting values between two predicted
structures. A value of r/r, of 0.405 is very close to the limiting value for coordination numbers of 4
and 6. Subtle factors could cause the environment around the cation to be either 4 or 6, even though
strictly speaking we would expect a coordination number of 4. In contrast, if r./r, is 0.550, we would
expect a coordination number of 6 for the cation, and in almost every case we would be correct. When
the radius ratio is not close to the limiting values, it takes more than a subtle factor to cause the struc-
ture to be different from that predicted. Although the radius ratio does not always predict the correct
crystal structure, it usually works very well except when the ratio is close to one of the limiting values.

We can see how the polarizability of ions affects lattice energies by considering the silver halides.
When the lattice energies are calculated using the Kapustinskii equation, the calculated values are sig-
nificantly lower than the experimental values, as shown by the data presented in Table 7.6. Most of
this difference is due to polarization effects, the resulting partial covalent bonding, and large London
forces (see Chapter 6).

Although we have illustrated the effects of polarizability of ions by considering a few cases where the
effects are large, there must be some polarization effect for any combination of ions. However, there
is an even more important consideration. It is known that the apparent radius of a given ion depends
somewhat on the environment of the ion. For example, an ion surrounded by four nearest neigh-
bors will appear to be slightly different in size from one that is surrounded by six ions of opposite
charge. We have treated the ionic radius as if it were a fixed number that is the same in any type of
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Table 7.6 Lattice Energies of Silver Halides.

Lattice energy, kJ mol '

Compound Calculated (Eq. 7.17) Experimental
AgF 816 912
AgCl 715 858
AgBr 690 845
Agl 653 833

crystal environment, but this is not the case. Moreover, ionic radii are determined from x-ray diffrac-
tion experiments that actually determine the distance between ion centers. For example, if the distance
between ion centers is determined for NaF and the radius of the fluoride ion is known from other
measurements, we can then deduce the radius of the sodium ion. lonic radii are somewhat variable
depending on the values assigned to other ions. In fact, for some ions a range of tabulated values for
the radii is encountered. The ionic radii shown in Table 7.4 may not be exactly correct for certain ions
in specific crystal structures.

In a crystal lattice, a cation is surrounded by a certain number of anions. Electrostatic forces exist
between the oppositely charged ions. If a +1 ion is surrounded by six anions (most +1 cations are
relatively large) having —1 charges, each anion is attached to other cations and a rigid lattice results.
Such a lattice is characterized by a high melting point. For smaller, more highly charged cations, the
coordination number is smaller and each anion is attached to a smaller number of cations. When
the coordination number of a cation becomes equal to its valence, the cation and its nearest neighbors
constitute a discrete, neutral structure. Therefore, there will be no strong extended forces and the lattice
is held together much more loosely, which results in a lower melting point. For example, the melting
points of NaE MgF,, and SiF, (a molecular solid) are 1700, 2260, and —90°C, respectively.

7.5 CRYSTAL STRUCTURES

By means of the radius ratio, we have already described the type of local environment around the ions
in several types of simple crystals. For example, in the sodium chloride structure (not restricted to NaCl
itself), there are six anions surrounding each cation. The sodium chloride crystal structure is shown in
Figure 7.4.

For the NaCl crystal, the radius ratio is 0.54, which is well within the range for an octahedral arrange-
ment of anions around each cation (0.414 — 0.732). However, because this is a 1:1 compound, there
are equal numbers of cations and anions. This means that there must be an identical arrangement of
cations around each anion. In fact, for 1:1 compounds, the environment around each type of ion must
be identical. We can see that this is so from a very important concept known as the electrostatic bond
character. 1f we predict (and find) that six Cl~ ions surround each Na™, each “bond” between a sodium
ion and a chloride ion must have a bond character of 1/6 because the sodium has a unit valence, and
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O Chloride ion
@ Sodium ion

M FIGURE7.4

@ Calcium
O Fluoride

M FIGURE 7.5 The calcium fluoride structure (also known as the fluorite structure).

the six “bonds” must add up to the valence of Na*. If each “bond” has a character of 1/6, there must
also be six bonds to each Cl™ because the chloride ion also has a unit valence (although it is negative
in this case). Each bond has only a single magnitude, regardless of which ion we are considering.

The electrostatic bond character is an extremely useful property for understanding crystal struc-
tures. Consider the structure of CaF,, in which each Ca?" is surrounded by eight F~ ions in a cubic
arrangement as shown in Figure 7.5. Because calcium in CaF, has a valence of 2, the eight bonds to
fluoride ions must total two electrostatic bonds so that each bond has a character of 1/4. However,
because each bond between Ca?* and F~ amounts to 1/4 bond, there can be only four bonds to each
F~ because it has a valence of 1 (it is negative, of course, but that doesn’t matter). As a result, the coor-
dination number of Ca?* is 8, whereas that of F~ is 4 in the crystal of CaF,. Note how those coordi-
nation numbers correspond exactly to the fact that there are twice as many fluoride ions as there are
calcium ions in the formula.

The fluorite structure is a common one for compounds that have 1:2 stoichiometry. A great many com-
pounds have formulas that have twice as many cations as anions. Examples include compounds such
as Li,O and Na,S. These compounds have crystal structures that are like the fluorite structure but with
the roles of the cations and anions reversed. This structure is known as the antifluorite structure, in
which there are eight cations surrounding each anion and four anions surrounding each cation. The
antifluorite structure is the most common one for compounds that have formulas containing twice as
many cations as anions.
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In the case of the CsCl structure shown in Figure 7.6, the coordination number of the cation is eight.
Because this is a 1:1 compound, the coordination number of the anion must also be eight. In terms
of the electrostatic bond character approach, each bond between a cation and an anion must have a
bond character of 1/8 because eight bonds must add up to the valence of Cs, which is 1. The valence
of chlorine in cesium chloride is also 1, so there must be eight bonds to each Cl™. In accord with this,
the CsCl structure has eight anions arranged on the corners of a cube around each Cs*. Eight cubes
come together at each corner, and each cube contains a Cs* ion, so there are eight Cs* ions surround-
ing each Cl™.

There are two forms of zinc sulfide that have structures known as wurtzite and zinc blende. These struc-
tures are shown in Figures 7.7a and 7.7b. Using the ionic radii shown in Table 7.4, we determine the
radius ratio for ZnS to be 0.39, and as expected there are four sulfide ions surrounding each zinc ion
in a tetrahedral arrangement. Zinc has a valence of 2 in zinc sulfide, so each bond must be 1/2 in char-
acter because four such bonds must satisfy the valence of 2. Because the sulfide ion also has a valence
of 2, there must be four bonds to each sulfide ion. Therefore, both of the structures known for zinc
sulfide have a tetrahedral arrangement of cations around each anion and a tetrahedral arrangement of
anions around each cation. The difference between the structures is in the way in which the ions are
arranged in layers that have different structures.

O Chloride ion
@ Cesium ion

M FIGURE7.6  The cesium chloride structure.

(b)

M FIGURE7.7  Thezincblende (a) and wurtzite (b) structures for zinc sulfide.
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It should not be inferred that the crystal structures described so far apply to only binary compounds.
Either the cation or anion may be a polyatomic species. For example, many ammonium compounds
have crystal structures that are identical to those of the corresponding rubidium or potassium com-
pounds because the radius NH,™ ion (148 pm) is similar to that of K™ (133 pm) or Rb™ (148 pm).
Both NO;~ and CO52~ have ionic radii (189 and 185 pm, respectively) that are very close to that of
Cl™ (181 pm), so many nitrates and carbonates have structures identical to the corresponding chloride
compounds. Keep in mind that the structures shown so far are general types that are not necessarily
restricted to binary compounds or the compounds from which they are named.

Rutile, TiO,, which has the structure shown in Figure 7.8, is an important chemical that is used in
enormous quantities as the opaque white material to provide covering ability in paints. Because the
Ti** ion is quite small (56 pm), the structure of TiO, has only six O?~ ions surrounding each Ti**, as
predicted by the radius ratio of 0.39. Therefore, each Ti—O bond has an electrostatic bond character
of 2/3 because the six bonds to O*~ ions total the valence of 4 for Ti. There can be only three bonds
from Ti** to each O*” ion because three such bonds would give the total valence of 2 for oxygen
(3 x2/3=2).

A lattice arrangement known as the ReO; structure (shown in Figure 7.9) provides an interesting appli-
cation of the electrostatic bond character approach. In ReOs;, the valence of Re is 6, and in the ReO;
structure each Re is surrounded by six oxide ions. Therefore, each Re—O bond must have a bond char-
acter of 1 because six bonds add up to a valence of 6 for Re. It follows that each oxygen can have only
two bonds to it because each bond has a character of 1. The structure we are led to is one in which
there are six oxide ions (arranged octahedrally as expected) surrounding each Re but only two Re®*
ions surrounding each oxide ion in a linear arrangement. This is also the crystal structure of AlF; in
which each A" is surrounded by six F~ ions in an octahedral arrangement and each F~ ion has an
AI** ion on either side.

@ Titanium
O Oxygen

M FIGURE 7.8  The rutile structure.

B FIGURE7.9  The ReO; structure.
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The difference in physical properties between BeF, and BF; (melting points 800 and —127°C) as well
as between AlF; and SiF; (melting points 1040°C and —96°C) is striking. Although BF; is predomi-
nantly ionic, the B>* ion is so small that no more than four F~ ions can surround it (as in the BF,~
ion). To form an extended lattice, the B3* ion would have to be surrounded by six F~ ions for the elec-
trostatic bond character to add up to +3 for B and —1 for F. The small size of B>" prevents this, so BF;
is a monomer even though it is predominantly ionic. In the case of BeF,, four fluoride ions surround-
ing the Be?" satisfy its valence, and each fluoride ion bridges between two Be?" ions. Accordingly, BeF,
forms an extended lattice, which is reflected by its high melting point. For SiF, to form a lattice, it
would be necessary for eight F~ ions to surround Si**, which is too small to allow this. The result is
that SiF, exists as molecules that are predominantly ionic. Again we see the great utility of the elec-
trostatic bond character approach of Pauling. Although not using the electrostatic bond character,
R. J. Gillespie has written eloquently regarding the difference in properties of the fluorides just dis-
cussed (see J. Chem. Educ. 75, 923, 1998).

Aluminum oxide, which has the mineral name corundum, is a solid that has several important uses.
Because it will withstand very high temperatures, it is a refractory material, and because of its hardness
it is commonly used in abrasives. Corundum often contains traces of other metals that impart a color
to the crystals, making them valuable as gemstones. For example, ruby contains a small amount of
chromium oxide, which causes the crystal to have a red color. By adding a small amount of a suitable
metal oxide, it is possible to produce gemstones having a range of colors.

Aluminum is produced commercially by the electrolysis of cryolite, NasAlFg, but bauxite, Al,O3, is the
usual naturally occurring source of the metal. The oxide is a widely used catalyst which has surface
sites that function as a Lewis acid. A form of the oxide known as activated alumina has the ability to
adsorb gases and effectively remove them. Other uses of the oxide include ceramics, catalysts, polish-
ing compounds, abrasives, and electrical insulators.

Aluminum forms mixed oxides with other metals that have the general formula AB,O,, where A is an
ion that has a charge of +2 while B is a metal ion with a +3 charge. The compound MgAl,O, is the
mineral known as spinel, which is why compounds having the general formula AB,0O, have the gen-
eral name spinels. This general formula can be written as AO-B,03, so MgAl,O, can also be written as
MgO-Al,O5. A large number of materials are known in which Fe?*, Zn2*, Co?*, Ni?*, or other +2 ions
replace Mg?*. Some common minerals of this type include ghanite (ZnAl,0,), hercynite (FeAl,0,), and
galestite (MnAl,Oy).

Spinels have a crystal structure in which there is a face-centered cubic arrangement of O?~ ions. There
are two types of structures in which cations have octahedral or tetrahedral arrangements of anions
surrounding them. In the spinel structure, it is found that the +3 ions are located in octahedral holes
and the tetrahedral holes are occupied by the +2 ions. A different structure is possible for these ions.
That structure has half of the +3 metal ions located in the tetrahedral holes while the other half of
these ions and the +2 ions are located in the octahedral holes. In order to indicate the population
of the two types of lattice sites, the formula for the compound is grouped with the tetrahedral hole
population indicated first (the position normally occupied by the +2 ion, A) followed by the groups
populating the octahedral holes. Thus, the formula AB,0O4 becomes B(AB)O, in order to correctly
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M FIGURE7.10  The structure of perovskite, CaTi0;.

indicate the places of the ions in the lattice. Because of the reversal of the roles of the +2 and +3 ions
in the lattice, the structure is called the inverse spinel structure.

Although many ternary compounds containing NH,*, NO3;~, CO32~, and so forth have structures
that are identical to those of binary compounds, the mineral perovskite, CaTiO3, has a different type
of structure. In fact, this is a very important structure type that is exhibited by a large number of other
compounds. The perovskite structure is shown in Figure 7.10. By examining the structure, it is easy to
see that a Ti** ion resides in the center of a cube, each corner of which is the location of a Ca?" ion.
The oxide ions are located at the center of the six faces of the cube. It is easy to see that the only bonds
to the Ti*" are those from its nearest neighbors, the six O?” ions. Therefore, each Ti-O bond must
have a bond character of 4/6 because six such bonds total the +4 valence of Ti.

Consider now the bonds to each O?~ ion in the perovskite structure. First, there are two bonds to Ti**
ions that have a character of 4/6 each, which gives a total of 4/3. However, there are four Ca’" ions
on the corners of the face of the cube where an oxide ion resides. These four bonds must add up to a
valence of 2/3 so that the total valence of 2 for oxygen is satisfied. If each Ca-O bond amounts to a
bond character of 1/6, four such bonds would give the required 2/3 bond to complete the valence of
oxygen. From this it follows that each Ca?" must be surrounded by 12 oxide ions so that 12(1/6) = 2,
the valence of calcium. It should be apparent that the concept of electrostatic bond character is a very
important tool for understanding crystal structures.

There are a large number of ternary compounds that are oxides for which the general formula is ABO3,
where A = Ca, Sr, Ba, and so on, and B = Ti, Zr, Al, Fe, Cr, Hf, Sn, Cl, or I. Many have the perovskite
structure, so it is an important structural type.

7.6 SOLUBILITY OF IONIC COMPOUNDS

An enormous amount of chemistry is carried out in solutions that consist of ionic compounds that
have been dissolved in a solvent. In order to separate the ions from the lattice in which they are held,
there must be strong forces of interaction between the ions and the molecules of the solvent. The most
common solvent for ionic compounds is water, and that solvent will be assumed for the purposes of
this discussion.
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When an ionic compound is dissolved in a solvent, the crystal lattice is broken apart. As the ions sepa-
rate, they become strongly attached to solvent molecules by ion-dipole forces. The number of water
molecules surrounding an ion is known as its hydration number. However, the water molecules clus-
tered around an ion constitute a shell that is referred to as the primary solvation sphere. The water
molecules are in motion and are also attracted to the bulk solvent that surrounds the cluster. Because
of this, solvent molecules move into and out of the solvation sphere, giving a hydration number that
does not always have a fixed value. Therefore, it is customary to speak of the average hydration number
for an ion.

From the standpoint of energy, the processes of separating the crystal lattice and solvating the ions can
be related by means of a thermochemical cycle of the Born-Haber type. For an ionic compound MX,
the cycle can be shown as follows:

—> M*(aq) + X~ (aq)

RN

M*(g) + X~ (g)

In this cycle, U is the lattice energy, AH,; and AH_ are the heats of hydration of the gaseous cation
and anion, and AHy is the heat of solution. From this cycle, it is clear that

Table 7.7 Hydration Enthalpies for lons.
lon r,pm AH®y4 k) mol ™!
HY — —1100

Li* 74 —520

Na* 102 —413

K* 138 —321

Rb™* 149 —300

Cst 170 —277

Mg?* 72 —1920

Ca%* 100 —1650

Sr2* 113 —1480

Ba’* 136 —1360

AP 53 —4690

F- 133 —506

(@l 181 —371

Br~ 196 —337

I~ 220 —296
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AH, = U+ AH, + AH_ (7.19)

As defined earlier, the lattice energy is positive while the solvation of ions is strongly negative.
Therefore, the overall heat of solution may be either positive or negative depending on whether it
requires more energy to separate the lattice into the gaseous ions than is released when the ions are
solvated. Table 7.7 shows the heats of hydration, AH °q, for several ions.

The data presented in Table 7.7 show that for cations the enthalpies of hydration are dependent on the
charges on the ions and their sizes. For ions having the same charge, the heat of hydration decreases as
the size of the ion increases. This is reasonable because the polar solvent molecules are attracted more
strongly to small, compact ions where the charge is localized to a small region of space. The heat of
hydration increases dramatically as the charge on the ion increases. A simple principle of electrostat-
ics suggests that this would be the case because the negative ends of polar water molecules will be
attracted more strongly to a higher positive ion by Coulomb’s law. The charge density as reflected by
the charge-to-size ratio is one factor in determining the heats of hydration of ions.

The hydration enthalpy (H) for an ion can be expressed as

_ Ze?
2r

H= [1 —l] (7.20)

3

where Z is the charge on the ion, 7 is its radius, and ¢ is the dielectric constant of the medium (78.4 for
water). The hydration enthalpy increases with increasing charge on the ion, whereas it decreases with
increasing size of the ion. One reason that small anions such as F~ have high hydration enthalpies is
because they are attracted to the centers of positive charge in the water molecules, which are the hydro-
gen atoms. As a result, a very small distance separates the negative ion from the positive centers in the
water molecule.

The interactions between ions and solvent molecules are primarily electrostatic, so the dipole moment of
the solvent is an important consideration. However, the structure of the solvent molecules is also impor-
tant. For example, nitrobenzene has a high dipole moment of 4.22 D, which is much larger than the
value of 1.85 D for water. The nitrobenzene has a large dipole moment, but it is a poor solvent for ionic
salts such as NaCl. The high dipole moment results from the charge being separated over a long distance.
Also, the molecules of nitrobenzene are too large for them to pack efficiently around small ions, so the
solvation number is too small to result in strong solvation. Although the dipole moment of nitroben-
zene indicates that it might be a suitable solvent for ionic compounds, this is not actually the case.

The hydration enthalpy of the AI** ion is enormous (—4690k] mol!), and there are some interest-
ing effects produced as a result. When NaCl is dissolved in water and the solvent evaporated, the solid
NaCl can be recovered. If AlCl; is dissolved in water, evaporation of the water does not yield the solid
AICl;. The A" ion is so strongly solvated that other reactions become energetically more favorable
than removing the solvent. This can be shown as follows.

AICl,(s) —22— AI¥*(aq) + 3 Cl~(aq) (7.21)
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When the solvent is evaporated, a solid is obtained that contains the hydrated aluminum ion and
chloride ions. This solid can be described as [Al(H,0)4]Cls, although the number of water molecules may
depend on the conditions. When this solid is heated, water is lost until the composition [Al(H,0);Cls] is
approached. When heated to still higher temperature, this compound loses HCI rather than water:

[Al(H,0);Cl;](s) — AlI(OH),(s) + 3 HCI(g) (7.22)
When heated to very high temperature, AI(OH); loses H,O to yield Al,O5:
2 Al(OH);(s) — Al O4(s) + 3 H,0O(g) (7.23)

The essence of this behavior is that the bonds between AlI** and oxygen are so strong that reactions
other than dehydration become energetically favored. When beryllium compounds are dissolved in
water, the Be?* ion is so strongly solvated that it also behaves in this way. The charge-to-size ratios for
AIP* and Be?* are approximately equal (+3/53 and +2/30, respectively), which results in their hav-
ing similar chemical behavior. This is known as a diagonal relationship because aluminum is one row
below beryllium in the periodic table, but it is also one column farther to the right along a “diagonal.”

By considering the dissolution of NaCl, it is found that the lattice energy is 786k] mol !, and the heat
of solvation of Na™ is —413 k] mol ! while that of CI~ is —371kJ mol!. Using these data, the heat of
solution is calculated to be only 4kJ mol!. This indicates that there is essentially no heat absorbed or
released when NacCl dissolves in water. As a result, changing the temperature has almost no effect on
the solubility of NaCl in water. If a graph is made of the solubility of NaCl in water as a function of
temperature, it has a slope that is almost 0. In fact, the solubility of NaCl in water at 0°C is about 35.7
grams per 100 grams of water, and at 100°C it is approximately 39.8 grams per 100 grams of water.
On the other hand, for some solids, separating the crystal lattice requires much more energy than is
released when the ions are hydrated. In this case, the overall process absorbs heat, so increasing the
temperature favors the dissolution process, and a graph of solubility of the compound as a function
of temperature yields a line that rises as the temperature is increased. If the solid is one for which
more heat is released when the ions are solvated than is absorbed in separating the lattice, the heat of
solution will be negative, and the compound will become less soluble as the temperature increases.
Figure 7.11 shows solubility curves for these three types of behavior.
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W FIGURE7.11  Variation in solubility of three inorganic compounds with temperature.



7.6 Solubility of lonic Compounds 233

If a solvent that does not strongly solvate ions is used, the crystal will not dissolve because the lattice energy
will be much larger in magnitude than the sum of the solvation energies for the ions. From this discussion,
it should be clear that solution behavior of a solid compound also is related to how strongly the crystal is
held together. However, it must be kept in mind that the heats of solvation of ions are not constant over
a wide range of temperature. They are themselves variables, which means that when a wide range of tem-
perature is considered, solubility behavior is not exactly predictable from this simple approach.

A simple approach to the effect of temperature on solubility can be illustrated by considering the cases
shown in Figure 7.12. Increasing the temperature of a system at equilibrium causes a shift in the endo-
thermic direction. In Figure 7.12a, the endothermic direction is toward the solution phase, so increas-
ing the temperature will cause an increase in the solubility of the solute. For the case illustrated in
Figure 7.12b, increasing the temperature will cause the system to shift in the direction to increase the
amounts of solute and solvent, so the solubility will decrease. In the case illustrated in Figure 7.12c,
the solubility will not change much as the temperature is changed.

Quantitatively, the effect of temperature on solubility can be explained by considering the dissolution
process as represented by the population of states of unequal energy. The Boltzmann distribution law
relating the populations n, and n, for states E; and E, which are of unequal energy can be written as

%2 = g-amikr (7.24)
n

where k is Boltzmann's constant, AE is the difference in energy between two states, and T is the tem-
perature (K). When expressed on a molar basis where the heat of solution is AHj, the expression for
the variation in solubility with temperature becomes

My _ p-aHyRT (7.25)
m

Taking the logarithm of both sides of the equation yields

AH
Inn,—Inn, =— S 7.26
2-Inm=— "0 (7.26)
Solvent
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Enthalpy  Solution solute
Solvent Solution
+
Solvent Solution solute
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B FIGURE7.12  Thermal changes during dissolution of a solid in a liquid.
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M FIGURE7.13  The linear In(solubility) versus 1/T relationship for boric acid in water.

Considering the dissolution process represented as shown in Figure 7.12a, we see that the amount of
solute is immaterial as long as there is enough to give a saturated solution. Therefore, the In n; term
can be treated as a constant, C, and the population n, can be replaced by the solubility, S, to give

ms=—2Hs 4 ¢ (7.27)
RT

From this equation, it can be seen that a plot of In S versus 1/T should yield a straight line having a
slope of —AH,/R. Determining the solubility of a compound at several temperatures allows the heat of
solution to be determined in this way. For the process illustrated in Figure 7.12a, the heat of solution
is positive so the slope of the line will be negative. For the process illustrated in Figure 7.12b, the heat
of solution is negative so a line having a positive slope is obtained. As shown in Figure 7.11, for NaCl
the heat of solution is very close to 0, and as a result, the solubility is almost constant in the tempera-
ture range 0 to 100 °C. Figure 7.13 shows the application of Eq. (7.27) to the solubility of boric acid
in water. Linear regression yields a slope of —2737 K™!, which is equal to —AH/R. Therefore, from the
solubility data the value for the heat of solution of boric acid is 22.7 k] mol .

7.7 PROTON AND ELECTRON AFFINITIES

Some cations can be considered as neutral molecules that have accepted a hydrogen ion. For example,
the ammonium ion results from the addition of H* to NH;. Although the subject of acid-base chemistry
will be discussed in Chapter 9, it is appropriate to discuss one related topic in this chapter because
it deals with the behavior of solids. That topic is the proton affinity of a base. The proton affinity of
a base is similar to the electron affinity of an atom, which was discussed in Chapter 1. Whereas the
electron affinity is the energy required to remove an electron from a gaseous atom that has gained
the electron, the proton affinity is the energy necessary to remove a proton from a gaseous base that
has gained a proton. It is a measure of the intrinsic basicity of a species in the gas phase without the
complicating effects that are often caused by solvents.

Ammonium compounds decompose in a number of ways when heated. For many of them, the heat of
decomposition is either known or rather easily measured by techniques such as differential scanning
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calorimetry. The Kapustinskii equation can be employed to determine the lattice energy. With this
information and by using the known proton affinity for NH; (866 k] mol!), it is possible to determine
the proton affinity of the anion in an ammonium compound. Although this has been done for numer-
ous compounds, the procedure will be illustrated for ammonium bisulfate and ammonium sulfate.

The decomposition of NH,;HSO, and the appropriate thermochemical cycle for determining the pro-
ton affinity of the HSO,~(g) ion can be shown as follows:

A Hyes = 169 kJ mol ™!
NH,4HSO,(s) H2S04(9) + NH3(9)

luz —PA (HSOy)
PA(NH)
NH; (g) + HSO4(9) —————> NHs(g) + H*(g) + HSO4 (9)
In this cycle, AHg,. is the heat of decomposition and U, is the lattice energy for NH,;HSO,, PA(NHj3)
is the proton affinity of NH;(g), and PA(HSO, ™) is the proton affinity of the bisulfate ion. The heat
of decomposition of NH,HSO, has been determined to be 169k] mol™!, and the proton affinity of
NH;(g) is 866 k] mol ™. The ionic radii for NH,* and HSO,™ are 143 pm and 206 pm, respectively,
and the lattice energy calculated for NH,HSO, by means of the Kapustinskii equation is 641 k] mol!.
From the cycle just shown, we find that

PA(HSO,™) = U, + PA(NH,) — AHy,, (7.28)

and substituting for the known quantities yields a value of 1338 k] mol ! for the proton affinity of the
HSO, (g) ion. Proton affinities for other —1 ions range from a value of 1309 k] mol ! for I” to 1695 k]
mol ! for the CH;~ ion. Therefore, the value 1338 k] mol ! found for the HSO, ™ ion is in good agree-
ment with the values for other ions having a —1 charge.

The procedure just illustrated can also be applied to the decomposition of (NH,),SO, to determine the
proton affinity of the gaseous SO,?~ ion. The radius of the SO~ ion is 230 pm, so the Kapustinskii
equation leads to a value of 1817kJ] mol™1 for the lattice energy of (NH,),SO,. When (NH,),SO,(s)
is heated, it produces NH;HSO,(s) and NH; with the heat of decomposition being 195k] mol™1. The
thermochemical cycle to be used can be written as follows:

AHgoe = 195 kJ mol ™
(NHy)2 SO, (s) > NHj (g) + NH4HSO, (s)

lw

2NH,* (g) + SO, (9)

lPA(NHe,)

_U2

—PA (SO,%7)
NH,* () + NHg(9) + H* (9) + SO, (9) —————> NH,"(g) + HSO4~ (9) + NH5(g)

From this cycle, it is apparent that

PA(SO,2") = U, + PA(NH;) — AHg, — U, (7.29)
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where U, is the lattice energy for NH,HSO,, which was shown earlier to be 641k] mol™. When the
values are substituted for the known quantities shown in Eq. (7.29), a value of 1847 k] mol ! is found
for the proton affinity for SO,27(g). Proton affinities for most other —2 ions are somewhat higher
than this value, but most of the ions are smaller in size (see Chapter 9). The SO,2~ ion has extensive
double bonding between the sulfur and oxygen atoms (see Chapter 4), which may decrease the avail-
ability of electron pairs on the oxygen atoms to attract H™ ions. After all, H,SO, is a very strong acid,
so it loses protons readily.

By means of appropriate thermochemical cycles, it is possible to calculate proton affinities for species
for which experimental values are not available. For example, using the procedure illustrated by the
two foregoing examples, the proton affinities of ions such as HCO5 (g) (1318kJ mol!) and CO;% (g)
(2261kJ mol™!) have been evaluated. Studies of this type show that lattice energies are important in
determining other chemical data and that the Kapustinskii equation is a very useful tool.

In Chapter 1 we discussed the electron affinities of atoms and how they vary with position in the
periodic table. It was also mentioned that no atom accepts two electrons with a release of energy. As
a result, the only value available for the energy associated with adding a second electron to O is one
calculated by some means. One way in which the energy for this process can be estimated is by mak-
ing use of a thermochemical cycle such as the one that follows, showing the steps that could lead to
the formation of MgO.

Mg(s) + 1/2 O,(g) —> MgO(s)

S 1/2 D
A A
Mg(g) 0(9)
I ;Cef
1 -U

Mg?*(g) + 0% (g)

From this cycle, it is possible to calculate E,, the electron affinity for the second electron added to an
oxygen atom. The heat of formation and lattice energy for MgO(s) are —602 and 3795 kJ/mol, respec-
tively. For Mg(g), the first two ionization potentials are 738 and 1451 kJ/mol, and one-half of the heat
of dissociation of O,(g) is 249 kJ/mol. The first electron affinity for O(g) is 141 kJ/mol, so adding the
electron has an enthalpy associated with it of —141kJ/mol. Knowing values for all of these quanti-
ties makes it possible to obtain a value of +750kJ/mol for the second electron affinity for the oxygen
atom. Energetically, this is a very unfavorable process! Even though addition of the first electron to an



7.8 Structures of Metals 237

oxygen atom is energetically favorable, the sum of the energies for adding two electrons is +609 kJ/
mol. It should be mentioned that this calculation is not likely to give a highly accurate value. The
dominant term in the equation is the lattice energy of MgO, which is approximately 3800 kJ/mol, but
that value is not known with certainty. For example, if the lattice energy is calculated by means of
the Kapustinskii equation, it must be remembered that the covalent contribution is not taken into
account. Even though the uncertainty in the second electron affinity (and hence the sum of the first
and second) for oxygen is rather large, there is no doubt that adding two electrons is energetically unfa-
vorable. If it were not for the fact that lattices containing the doubly charged oxide ion are extremely
stable, it would be very unlikely that compounds containing O?~ would be obtainable. This situation
also exists for other ions having charges more negative than —1 (e.g., $*7).

7.8 STRUCTURES OF METALS

Metals consist of spherical atoms that are arranged in three-dimensional lattices. The number of ways
in which this occurs is limited, and only four types of structures (shown in Figure 7.14) are needed
to show the arrangements of atoms in almost all metals. These arrangements for packing spheres are
sometimes called closest packing. One way in which spherical atoms can be packed is with one atom
on each corner of a cube. This structure is known as the simple cubic structure. When we realize that
atoms in a metal are bonded to each other, we see one of the problems with the simple cubic structure.
Each atom is surrounded by only six other atoms (the coordination number), and even when the atoms
are touching, there is a great deal of free space. When cubes are stacked, eight cubes come together at

Simple cubic Body centered cubic Face centered cubic

(@) (b) (c)

S~

Nt/

Hexagonal closest packing Cubic closest packing
(d) (e)

M FIGURE7.14  The most common structures of metals.
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each corner and there are eight corners to each cube where an atom resides. Therefore, because eight
cubes share a common corner, only one-eighth of each atom belongs in any one cube. The total occu-
pancy of the cube is 8(1/8) = 1, and there is one atom per cubic unit cell. Figure 7.14a shows the
simple cubic structure.

We can determine the amount of empty space in the simple cubic (a space-filling model is shown in
Figure 7.15) structure by considering it to have an edge length I, which will be twice the radius of an
atom. Therefore, the radius of the atom is I/2, so the volume of one atom is (4/3)7(l/2)? = 0.524P,
but the volume of the cube is I°>. From this we see that because the cube contains only one atom that
occupies 52.4% of the volume of the cube, there is 47.6% empty space. Because of the low coordi-
nation number and the large amount of empty space, the simple cubic structure does not represent
an efficient use of space and does not maximize the number of metal atoms bonded to each other.
Consequently, the simple cubic structure is not a common one for metals.

The body-centered cubic structure (abbreviated bcc) contains one atom in the center of a cubic cell that
also has one atom on each corner of the cube that is touching the center atom. In this structure, shown
in Figure 7.14b, there are two atoms per unit cell. The atom in the center resides totally within the
cube, and one-eighth of each atom on a corner resides in the cube. When we realize that the atoms are
touching, we see that a diagonal through the cube must represent one diameter of an atom plus two
times the radius of an atom. If the cube has an edge length I, the length of the diagonal will be 3'/7,
which is equal to 4 times the radius of an atom. Therefore, the radius of an atom is given as 3"/2/4 and
the volume of two atoms is 2(4/3)7r> or 2(47/3)(3"2 1/4)> = 0.680P°. Thus we see that 68.0% of the
cube is occupied by the two atoms in the cell, or that 32.0% of the volume of the cell is empty space.
Not only is this an improvement over the simple cubic structure in terms of space utilization, but also
in the bce structure each atom is surrounded by eight nearest neighbors. Several metals are found to
have the bec structure.

In addition to the two structures already discussed, another arrangement of atoms in a cubic unit cell is
possible. Atoms of a metal are identical, so the ratio of atomic sizes is 1.000, which allows a coordination
number of 12. One structure that has a coordination number of 12 is known as face-centered cubic (fcc),
and it has one atom on each corner of the cube and an atom on each of the six faces of the cube. The
atoms on the faces are shared by two cubes, so one-half of each atom belongs in each cube. With there

M FIGURE7.15 A space-filling model of spheres arranged in the simple cubic pattern.
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being six faces, there are 6(1/2) = 3 atoms in each cube from this source in addition to the 8(1/8) =1
from the atoms on the corners. The total number of atoms per unit cell is four. The fcc structure (also
referred to as cubic closest packing) is shown in Figure 7.14c. It can be shown that there is 26% free space
in this arrangement, and the coordination number of each atom is 12. Therefore, the fcc arrangement is
the most efficient of the three structures described so far, and many metals have this structure (Table 7.8).

Hexagonal closest packing (hcp), which also involves a coordination number of 12, is shown in Figure
7.14d. If we examine the environment around an atom, we find that there are six others arranged around it
in a hexagonal pattern. It can be shown that these six atoms touch the one in the center just as they touch
each other. In addition to the six atoms in the same layer, each atom is also surrounded by atoms that are
contained in the layers above and below it. Three atoms from each of those layers make contact with the
atom that resides in the center of the hexagon. In hcp, the groups of three atoms in the layers above and
below the atom being considered are aligned. The layers above and below the atom under consideration
are exactly alike, although in most cases they are slightly farther away than the six atoms that are in the
same plane. If we call the layers A and B, the repeating pattern in hcp is ...ABABAB... . In this arrangement,
the coordination number is 12, and there is 26% free space as in the fcc structure. In fact, the only differ-
ence between hcp and fec is that while each has an atom surrounded by six others in the same plane, the
planes above and below that plane are different. In fcc, the repeating pattern is ... ABCABCABC... where the
C layer has atoms that are not in alignment with those in the A layer. Figure 7.14e shows the layer arrange-
ment in the fcc structure. Many metals have either fcc or hep as the stable arrangement of atoms. The most
common structures for a large number of metals are summarized in Table 7.8.

Having shown that the coordination numbers and the percent of free space are equal for fcc and hep,
we would conclude that they represent arrangements of atoms that have energies that are very similar.
As a result, it might be expected that a transformation of a metal from one structure to the other would
be possible. Such transformations have been observed for several metals, and one example is

Table 7.8 Closest Packing Structures of Metals.

Li Be

bcc hcp

Na Mg

bcc hcp

K Ca Sc Ti \Y Cr Mn Fe Co Ni Cu Zn

bcc fcc? hcp hcp bcc bcc hep® bcc fcc fcc fcc hcp©
fcc hcp

Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Ccd

bcc fcc? hcp hcp bcc bcc hcp hcp fcc fcc fcc hcp©

Cs Ba La Hf Ta W Re Os Ir Pt Au Hg

bcc bcc hcp hcp bcc bcc hep hep fcc fcc fcc —

9Calcium and strontium have other structures depending on the temperature.

bManganese has a distorted hcp structure, but two other complex forms are known.

Zinc and cadmium have distorted hcp structures in which the six nearest neighbors in the same plane are at one distance, but atoms in the planes

above and below are farther away.
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Co(hep) —2C - Co(fec) (7.30)

It is also possible to bring about changes between other types of packing arrangements. For example,
titanium undergoes a change from hep to bee,

Ti(hep) —B3C  Ti(bee) (7.31)

which means that there is a change in coordination number in this case. The ability to exist in more
than one structure (polymorphism) is quite common in metals. As a general rule, metals that have fcc
structures (e.g., Ag, Au, Ni, and Cu) are more malleable and ductile than are those with other struc-
tures. Metals that have the hcp structure (e.g., W, Mo, V, and Ti) tend to be more brittle and less duc-
tile, which makes them harder to work into desired shapes and forms. These differences in properties
are related to the ease with which the planes of metal atoms can be moved in relation to each other.
Although the topic will not be discussed in more detail in this book, the structures and properties of
metals are of great importance in the area of materials science.

7.9 DEFECTS IN CRYSTALS

Although several types of lattices have been described for ionic crystals and metals, it should be
remembered that no crystal is perfect. The irregularities or defects in crystal structures are of two gen-
eral types. The first type consists of defects that occur at specific sites in the lattice, and they are known
as point defects. The second type of defect is a more general type that affects larger regions of the crystal.
These are the extended defects or dislocations. Point defects will be discussed first.

One type of point defect that cannot be entirely eliminated from a solid compound is the substituted
ion or impurity defect. For example, suppose a large crystal contains 1 mole of NaCl that is 99.99 mole
percent pure and that the 0.01% impurity is KBr. As a fraction, there is 0.0001 mole of both K* and
Br~ ions, which is 6.02 X 10'° ions of each type present in the 1 mole of NaCl! Although the level
of purity of the NaCl is high, there is an enormous number of impurity ions that occupy sites in the
lattice. Even if the NaCl were 99.9999 mole percent pure, there would still be 6.02 X 10'7 impurity
cations and anions in a mole of crystal. In other words, there is a defect, known as a substituted ion or
impurity defect, at each point in the crystal where some ion other than Na* or Cl~ resides. Because K*
is larger than Na* and Br~ is larger than Cl~, the lattice will experience some strain and distortion at
the sites where the larger cations and anions reside. These strain points are frequently reactive sites in a
crystal.

An analogous situation exists in crystals that are not ionic. For example, a highly pure metal might
contain 99.9999 mole percent of one metal but still contain 0.0001 mole percent of another. There
will be atoms of the metal impurity at specific sites in the lattice, which will constitute defects that
alter the structure of the lattice slightly.

A different type of defect occurs at specific sites when an atom or ion is missing from a lattice position
and is transferred to the surface of the crystal. It is also possible for pairs of ions of opposite charge
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to be missing in relatively close proximity, which allows the crystal to be electrically neutral in that
region. Defects of the missing-ion type, known as Schottky defects, are illustrated in Figure 7.16.

Removing an ion or atom from its lattice site leaves unbalanced forces between the atoms surrounding
the site, so such a defect constitutes a high-energy site. At any given temperature, the number of high-
energy sites is 11, when the total number of sites is ;. Actually, the number of occupied sites is 1, — n,,
but the number of vacancies is small compared to the total number of sites in the lattice, so 1, is essen-
tially a constant. The Boltzmann distribution law gives the relationship between the numbers of sites,

Ny _ p-agpr (7.32)
n

where AE is the difference in energy between an occupied site and a vacancy, k is Boltzmann'’s con-
stant, and T is the temperature (K). The defect population is increased if the temperature is increased.
However, with the energy to form a vacancy being in the 0.5 — 1.0eV (50 — 100kJ mol ') range, the
population of vacancies is small even at high temperature. For example, if the energy necessary to form
a Schottky defect is 0.75eV and the temperature is 750K, the fraction of Schottky defects compared to
total number of lattice sites, n,/n;, is

Lo exp(— 0.75eV X 1.60 X 10712 erg/eV / (1.38 X 107 1% erg/K X 750 K)) = 9.2 X 107>

n
Although this is a small fraction, for 1 mole of lattice sites, this amounts to 5.6 X 10'® Schottky defects.
The ability of ions to move from their sites into vacancies and by so doing creating new vacancies is
largely responsible for the conductivity in ionic crystals.

It is possible to create a population of Schottky defects that is much higher than the equilibrium popu-
lation that is based on Eq. (7.32). If a crystal is heated to high temperature, lattice vibrations become
more pronounced, and eventually ions begin to migrate from their lattice sites. If the crystal is quickly
cooled, the extent of the motion of ions decreases rapidly so that ions that have moved from their
lattice sites cannot return. As a result, the crystal will contain a population of Schottky defects that is
much higher than the equilibrium population at the lower temperature. If a crystal of KCl is prepared
so that it contains some CaCl, as an impurity, incorporating a Ca?* ion in the crystal at a K* site

@ Cation
@ Anion
O lon vacancy

B FIGURE7.16  Anillustration of Schottky defects in an ionic crystal.
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O Vacant lattice site
@ Frenkel defect

M FIGURE7.17  Frenkel defects in a crystal structure.

requires that another K* site be vacant to maintain electrical neutrality, although the added Cl~ ions
can occupy anion sites. However, the atomic weights of Ca and K are very similar. As a result of the
vacancies, the crystal of KCI containing CaCl, has a lower density that pure KCl in which each cation
site contains K*.

A somewhat different situation is found in the type of point defect known as a Frenkel defect. In this
case, an atom or ion is found in an interstitial position rather than in a normal lattice site as is shown
in Figure 7.17. In order to position an atom or ion in an interstitial position, it must be possible for it
to be close to other lattice members. This is facilitated when there is some degree of covalence in the
bonding as is the case for silver halides and metals. Accordingly, Frenkel defects are the dominant type
of defect in these types of solids.

When a crystal of an alkali halide has the vapor of the alkali metal passed over it, the alkali halide
crystal becomes colored. The reason for this is that a type of defect that leads to absorption of light is
created in the crystal. Such a defect is known as an F-center because the German word for “color” is
Farbe. 1t has been shown that such a defect results when an electron occupies a site normally occupied
by an anion (an anion “hole”). This arises as a result of the reaction

K(g) — K*(cation site) + e~ (anion site) (7.33)

The potassium ions that are produced occupy cation lattice sites, but no anions are produced so electrons
occupy anion sites. In this situation, the electron behaves as a particle restricted to motion in a three-
dimensional box that can absorb energy as it is promoted to an excited state. It is interesting to note that
the position of the maximum in the absorption band is below 4000A (400nm, 3.1eV) for LiCl but it is
at approximately 6000 A (600nm, 2¢eV) for CsCl. One way to explain this observation is by noting that
for a particle in a three-dimensional box the difference between energy levels increases as the size of the
box becomes smaller, which is the situation in LiCl. Schottky, Frenkel, and F-center defects are not the
only types of point defects known, but they are the most common and important types.

In addition to the point defects that occur at specific lattice sites, there are types of defects, known as
extended defects, that extend over a region of the crystal. The three most important types of extended
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(@) (b)

M FIGURE7.18  An edge dislocation (a) and screw dislocation (b) in a crystal.

defects are the stacking fault, edge displacement, and screw dislocation. A stacking fault involves an extra
layer of atoms or a missing layer of atoms in the structure. For example, if the layers of atoms are
represented as A, B, and C, the normal sequence of layers in the fcc structure is ...ABCABCABC... .
Stacking faults in this type of structure might be of the types ... ABCABABC... (missing C layer) or ...
ABCBABCABC... (extra B layer). Stacking faults are normally encountered in metals in which all the
atoms are identical, but the layers are distinct.

An edge dislocation occurs when an extra plane or layer of atoms extends partway into the crystal,
which causes atoms in that region of the crystal to be compressed while in the region where the extra
plane does not extend they are spread apart. This type of crystal defect is shown in Figure 7.18a. It is
rather like a stacking fault that does not extend through the entire crystal. One consequence of an edge
dislocation is that it is easier to produce slip or movement along a plane perpendicular to the edge dis-
location. The bonds between atoms are already somewhat stretched in that region of the crystal.

A screw dislocation, shown in Figure 7.18b, arises when the planes of atoms line up on one side of
the crystal, but the planes are out of register by one cell dimension on the other side of the crystal.
Suppose this book were cut in such a way that the pages were cut from the outside edge halfway to the
binding. Then, turn the edges that are cut in such a way that the first sheet in the top half of the book
lines up with the second sheet in the bottom half of the book. The second sheet in the top half lines
up with the third sheet in the bottom half, and the nth sheet in the top half lines up with the n + 1
sheet in the bottom half. However, at the edges of the pages that are bound, the pages are still aligned
because the dislocation extends only partway through the book (crystal). This would be analogous to
a screw dislocation in a crystal.

7.10 PHASE TRANSITIONS IN SOLIDS

Although in this chapter the structures of many inorganic solids have been described, it has also been
pointed out that some substances can be transformed from one structure to another. In fact, polymor-
phism is a very common occurrence in inorganic chemistry. For example, carbon exists in the form of
diamond or as graphite, and another form, Cg4,, will be described in Chapter 13. Numerous metals
can be transformed from one solid structure to another. Many compounds (KSCN, NaNOs, Agl, SiO,,
NH,CI, and NH,H,PO,, to name a few) undergo structural changes. Such phase transitions are usually
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induced by changes in temperature or pressure. Because of the importance and scope of phase transi-
tions in inorganic chemistry, a brief survey of the topic will be presented here.

Phase transitions are classified from a consideration of several factors. One type of phase transition is
known as reconstructive based on the fact that a major rearrangement of structural units (atoms, mol-
ecules, or ions) is involved. For example, the conversion of the fused-ring layer structure of graph-
ite into diamond, in which each carbon atom is bonded to four others in a tetrahedral arrangement,
requires a radical change in structure and bonding mode. This is a reconstructive phase transition that
takes place slowly under extreme conditions. The thermal stability of graphite and diamond are not
greatly different (AH for Cgaphite) — C(diamond) is only 2Kk] mol ™), but there is no low-energy path-
way for the transition. This process is normally carried out at 1000 to 2000 °C and a pressure of up to
105 bar.

If a phase transition can occur by changing positions of structural units without rupturing bonds, it
is known as a displacive phase transition. Because there is usually not a great change in bonding, dis-
placive transitions are usually brought about by much milder conditions than are required to cause
reconstructive transitions. For example, CsCl is converted from the CsCl structure to the NaCl struc-
ture by heating it to 479 °C, and Agl is transformed from a wurtzite structure to a body-centered cubic
structure at 145 °C. Many of the phase transitions in metals can be induced by heating the metals
at moderate temperatures because the bonds between metal atoms are shifted but not completely
broken.

A complete discussion of the hundreds of phase transitions that are known for inorganic compounds
is clearly beyond the scope of this book. However, it is possible to make some general observations
regarding structural changes. From the thermodynamic principles discussed earlier, it is clear that when
a phase transformation is induced by raising the temperature of a solid, there is an increase in volume
and an increase in entropy as a result of the phase change. The phase that is stable at the higher tem-
perature will generally have more disorder and a structure with a lower coordination number. On the
other hand, if the phase transition is one that is brought about by increasing the pressure, the high-
pressure phase will usually be more dense and have a more ordered structure than the low-pressure
phase. The conversion of graphite to diamond has already been discussed in this connection. These
general principles are applicable to many cases when predicting the structural changes that accompany
a phase transition.

When cesium chloride is heated to a temperature of 479°C, it changes from the CsCl structure to the
NaCl structure. In this case, the coordination number changes from 8 to 6 as expected. On the other
hand, when KCl is subjected to a pressure of 19.6kbar, it is changed from the NaCl structure (coor-
dination number 6) to the CsCl structure (coordination number 8). A very large number of other
examples of this type of behavior can be given. Examples involving transformation of metals have
been given earlier in this chapter. The subject of rates of phase transformations is one of the inter-
esting problems in kinetics of solid-state processes, and this subject will be considered in Chapter 8.
Considered in its entirety, the subject of phase transformations is relevant to understanding solid-state
inorganic chemistry and materials science.
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7.11 HEAT CAPACITY

The heat capacity of a monatomic ideal gas is the result of the molecules being able to absorb energy
in three degrees of translational freedom. Each degree of freedom can absorb V2R, which results in the
heat capacity being approximately 3(1/2)R. For a gas composed of diatomic molecules, there is also
heat absorption to change the rotational energy and the vibrational energy. For a diatomic molecule,
there is only one vibrational degree of freedom, which contributes R to the heat capacity. The number
of degrees of vibrational freedom is given by 3N — 5 for a linear molecule and 3N — 6 for a nonlinear
molecule, where N is the number of atoms.

Although the lattice members in a crystal do not move through space as do molecules of a gas, the lat-
tice vibrations in a solid begin at very low temperature and are fully activated to absorb thermal energy
at room temperature. For 1 mole of a monatomic species—for example, a metal such as Ag or Cu—the
heat capacity should be given by 3R because there are three degrees of vibrational freedom for each
particle in the lattice. For a very large number of particles, 3N — 6=3N. Therefore, for a metal, the heat
capacity, C,, should be approximately 3R or 6 cal/mol deg (25]/mol deg). The molar heat capacity is
simply the specific heat multiplied by the atomic weight,

cal

Specific heat [_K X Atomic weight [i] =C, [c_al]
8

mol mol K
Specific heat X Atomic weight ~ 6 cal/mol deg ~ 25 J/mol K

This rule was stated in 1819 by Dulong and Petit, and it indicates that the specific heat of a metal
multiplied by the atomic weight is a constant. This relationship provides a way to estimate the atomic
weight of a metal if its specific heat is known. How well the rule holds is indicated by the specific heats
of metals shown in Table 7.9.

The data shown in the table indicate that the law of Dulong and Petit holds surprisingly well for met-
als. For 1 mole of NaCl, there are 2 moles of particles, so the heat capacity is approximately 12 cal/mol
deg or 50]/mol K. However, the heat capacity of a solid is not a constant, but rather it decreases rap-
idly at lower temperatures as shown in Figure 7.19 for copper. A more complete explanation of the
heat capacity of a solid as outlined next was developed by Einstein.

Table 7.9 Specific Heats of Selected Metals at
Room Temperature.

Metal C,J/mol K Metal CpJ/mol K
Sb 25.1 Bi 25.6

cd 25.8 Cu 24.5

Au 25.7 Ag 25.8

Sn 25.6 Ni 258

Pt 26.5 Pd 26.5
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W FIGURE7.19  The variation in heat capacity of copper as a function of temperature. Note that the heat capacity increases approximately as the
cube of T at low temperature and approaches the value predicted by the law of Dulong and Petit near room temperature.

For a harmonic oscillator, the mean energy is given in terms of the frequency, v, by

Z nhy e~ "v/kT
E=lm+ o (7.34)
2 Z hy e /KT
n

where h is Planck’s constant and k is Boltzmann's constant. Simplifying gives

hv

1

This can be considered as the average energy of a specific atom over time or the average energy of all
the atoms at a specific time. It is useful to consider two special cases. At low temperature, hv > kT
and the average energy is approximately 1/2hv. At high temperature, hv < kT, so €"™/XT becomes
approximately equal to 1 + hy/kT, so that

h

E=L1M r (7.36)
2T

This is the classical limit because the energy levels expressed in terms of hr are much smaller than the
average energy of the oscillator.

When the temperature is such that hv = kT, neither of the limiting cases described earlier can be used.
For many solids, the frequency of lattice vibration is on the order of 10'3 Hz, so that the temperature
at which the value of the heat capacity deviates substantially from 3R is above 300 to 400K. For a
series of vibrational energy levels that are multiples of some fundamental frequency, the energies are
0, hv, 2hv, 3hv, etc. For these levels, the populations of the states (ny, 1n,, n,, etc.) will be in the ratio
1: e Mk, = 2hkT . p=3h/KT otc The total number of vibrational states possible for N atoms is 3N
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because there are three degrees of vibrational freedom. Therefore, from the Boltzmann distribution
law we find that

n =mn, e Wk n =n, eI ;n = n, e 3T ; etc. (7.37)

Therefore, the total heat content, Q, of the crystal can be expressed as the sum of the number of par-
ticles populating each level times the energy of that level.

Q= n, [hl/ e WIT 4 2y e 2W/kT 4 3hy, g=3h/kT 4 ... (738)

The total number of atoms, N, is the sum of the populations of the states,

N=mn,+n +ny,+ng+-- (7.39)
Therefore,
3Nhv

Q= ohv [T _ (7.40)

The heat capacity is 9Q/JT, so C, can be expressed as

Q ho V> ehv/kT

C, = — =3Nk| —| ——— 41
YaT [kT] ehv/fT — 1 (7.41)

If we let x = hy/kT and define 6 such that k6 = hv,,,,, where v, is the maximum populated frequency,
the total thermal energy can be written as

_ONERT* T i3
03 el

Q dx (7.42)

where x,,., = 0/T and x = hy/kT. Also, 6 is known as the Debye characteristic temperature. The expres-
sion for the heat capacity thus becomes

TY 5 x4
C, = 9R|— — = d 7.43
v [e] f(ex—w * (7.43)

At high temperature, the integral is approximately [x? dx and the energy is evaluated as 3RT so that
C, = 3R, the classical value of Dulong and Petit. At low temperature (where x is large), we can approxi-
mate x by letting it equal % so the integral becomes equal to 7%/15. In this case, C, = 463.9(T/6)3
cal/mol deg, and it can be seen that C, varies as T>. This agrees well with the experimental variation
of C, with temperature in the region where the heat capacity curve rises steeply. Different metals have
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Table 7.10 Debye Characteristic Temperatures for Metals.
Metal 0 Metal (7]

Li 430 Ca 230

Na 160 Pt 225

K 29 Be 980

Au 185 Mg 330

Pb 86 Zn 240

Cr 405 Cd 165

different values for the Debye characteristic temperature, and values for several metals are shown in
Table 7.10.

If we assume that the complete assembly of atoms vibrates as a coupled system which vibrates as a
whole, only certain energies are allowed. The energy of the system must change by some multiple of hv,
and these quanta of vibrational energy involve displacements of all of the atoms. The quanta of energy
that correspond to changes in vibrational states are called phonons. As the temperature increases, the
extent of atomic vibrations becomes larger, which is equivalent to saying that the number of phonons
has increased. Vibrations in a solid produce longitudinal (compression) waves and transverse (perpen-
dicular) waves. Adjacent atoms moving in the same phase give rise to so-called “acoustic” modes, and
adjacent atoms moving with phases approximately 180° apart give rise to “optical” modes.

In a metal, there are excited states for electrons that lie below the ionization energy. This can be con-
ceived as an electron in a “conduction band” and a “hole” that interact so that the combination is
neutral but not of lowest energy. Such an excited state is called an exciton. Excitons may move by dif-
fusion of the electron-hole pair or by transfer of a molecular exciton to another molecule. Reversion
of the exciton to a lower energy state may be slow enough for the lifetime to be longer that of lattice
relaxation processes.

7.12 HARDNESS OF SOLIDS

Although not one of the most frequently discussed properties of solids, hardness is an important con-
sideration in many instances, especially in the area of mineralogy. In essence, hardness is a measure of
the ability of a solid to resist deformation or scratching. It is a difficult property to measure accurately,
and for some materials a range of values is reported. Because of the nature of hardness, it is necessary
to have some sort of reference so that comparisons can be made. The hardness scale most often used
is that developed by Austrian mineralogist F Mohs in 1824. The scale is appropriately known as the
Mohs scale. Table 7.11 gives the fixed points on which the scale is based.

It has long been recognized that the Mohs scale is not totally satisfactory for several reasons. One rea-
son is that some minerals have different resistance to scratching and deformation on different surfaces
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Table 7.11 Reference Materials for the Mohs Hardness Scale.
Mohs Modified Mohs Modified

Mineral Hardness Value Mineral Hardness Value
Talc 1 1.0 Orthoclase 6 6.0
Graphite 2 2.0 Quartz 7 7.0
Calcite 3 3.2 Topaz 8 8.2
Fluorite 4 37 Corundum 9 8.9
Apatite 5 52 Diamond 10 10.0

Table 7.12 Hardness of Group Il Oxides and Sulfides.
Oxides Sulfides
Cation r, pm h r,pm h
Mg?* 210 6.5 259 4.5
Ca2* 240 45 284 4.0
Sr2t 257 35 300 33
Ba?" 277 33 318 3.0

of the crystals. For example, crystalline calcite has surfaces that differ by as much as 0.5 unit depend-
ing on the face tested. Also, some minerals do not have a fixed composition. For example, apatite is a
calcium phosphate that contains varying amounts of chlorine and fluorine. Fluoroapatite is Cas(PO,);sF
and chloroapatite is Cas(PO,4);Cl. Naturally occurring apatite is written as Cas(PO,);(ECI) to indicate
that composition. As a result of these difficulties, a modified Mohs scale has been proposed and Table
7.11 shows the values for the minerals that are the references on the Mohs scale. It is easy to see that
the values are not significantly different.

That hardness should be related to other properties of crystals is intuitively obvious. As a general rule,
the materials that have high hardness values also have high melting points and lattice energies. For
ionic crystals, hardness also increases as the distance between ions decreases. This trend is illustrated
by the oxides and sulfides of the group II metals as is shown by the data presented in Table 7.12. Also,
there is a rough correlation between hardness and the effect of higher charges on the ions when the
distances between ionic centers is essentially the same. As shown by the data presented in Table 7.13,
this correlation is evident when several pairs of compounds are considered in which the distances
between ionic centers are approximately the same.

The data show that when compounds such as LiF and MgO are considered, even though the inter-
nuclear distances are similar, there is a great difference in the hardness of the materials. Of course,
there is also a great difference between the melting points and lattice energies of the compounds as
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Table 7.13 Hardness (Mohs Scale) of Some lonic Crystals.
LiF MgO NaF Cao LiCl SrO
r,pm 202 210 231 240 257 257
h 33 6.5 3.2 4.5 3.0 35
LiCl MgS NadCl Cas LiBr MgS
r, pm 257 259 281 284 275 273
h 3.0 4.5-5 25 4.0 25 35
CuBr ZnSe GaAs  GeGe
r,pm 246 245 244 243
h 2.4 34 42 6.0

Table 7.14 Hardness and Melting Point for Selected Metals.

Metal h m.p. (K) Metal h m.p. (K)
Cadmium 2.0 594 Palladium 4.8 1825
Zinc 25 693 Platinum 43 2045
Silver 2.5-4.0 1235 Ruthenium 6.5 2583
Manganese 5.0 1518 Iridium 6.0-6.5 2683
Iron 4.0-5.0 1808 Osmium 7.0 3325

well. A similar situation exists for NaCl compared to CaS where the internuclear distance is approxi-
mately 280 pm in both cases, but the hardnesses are 2.5 and 4.0, respectively. Although the data allow
generalizations to be made regarding hardness and other properties, they do not permit a quantitative
relationship to be developed.

The hardness of transition metals varies widely. Table 7.14 shows the values for several metals along
with their melting points. The data show that there is a rough correlation between the hardness of
many metals and their melting points. However, it should be kept in mind that the hardness scale
is not a highly accurate one (the number of significant digits may be only one in some cases) so it is
not possible to develop a good quantitative relationship. In spite of the limitations, it is often worth-
while to have a general understanding of the hardness of inorganic materials and how that property is
related to many others.
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In this chapter, a survey of the structure and properties of solids has been presented. Solid-state chem-
istry has emerged as an important area of the science, and although it is not exclusively so, much of
the work deals with inorganic substances. For more information on this important area, the references
at the end of the chapter should be consulted.
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B QUESTIONS AND PROBLEMS

1. Consider two Na*™Cl™ ion pairs arranged in a “head to tail” or antiparallel structure in which the distance
between ionic centers is 281 pm. Calculate the energy of this arrangement.

2. (a) Explain why the hydration number for Li* is approximately 5 while that for Mg?* is almost twice that
number.
(b) Explain why the hydration number for Mg?* is approximately 10 while that for Ca?* is approximately 7.
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10.

11.

12.

13.

14.

. Use the Kapustinskii equation to determine the lattice energies for the following: (a) RbCL; (b) Nal; (c) MgCl,;

(d) LiE

. Using your answers in problem 3 and the data shown in Table 7.7, calculate the heat of solution for the

compounds.

. RbCaF; has the perovskite structure with the Ca in the center of the unit cell. What is the electrostatic bond

character of each of the Ca-F bonds? How many fluoride ions must surround each Ca?* ion? What is the elec-
trostatic bond character of each Rb-F bond? How many F~ ions surround each Rb*?

. The nickel crystal has a cubic close packing arrangement with an edge length of 352.4 nm. Using this informa-

tion, calculate the density of nickel.

. In PdO, each Pd is surrounded by four oxygen atoms, but planar sheets do not exist. Explain why they are not

expected.

. Potassium fluoride crystallizes in a sodium chloride lattice. The length of the edge of the unit cell (sometimes

called the cell or lattice constant) has the value 267 pm for KE

(a) Calculate the attraction between that exists for 1 mole of KE

(b) Using the Kapustinskii equation, calculate the lattice energy for KE. The ionic radii are 138 and 133 pm,
respectively, for K* and F~.

(c) Explain why the values in parts (a) and (b) are different.

(d) Use the results obtained in parts (a) and (b) to evaluate the appropriate value of n in the Born-Landé
equation.

. The structure of PdCl, involves linear chains that can be shown as

NSNS\,
SN N NN

Considering the structure to be ionic, explain why there are no strong forces of attraction between chains.

Predict the crystal type for each of the following using the radius ratio: (a) K,S (b) NH,Br (c¢) CoF, (d) TiF,
(e) FeO.

The solubility (S) of KBrOs in water (given as grams per 100 grams of water) varies with temperature as
follows:

Temp., °C 10 20 30 50 60
S,9/100gH,0 48 6.9 95 175 22.7

Use these data to determine the heat of solution of KBrOj; in water.

The length of the edge of the unit cell for Na,O (which has the antifluorite structure) is 555 pm. For Na,O,
determine the following:

(a) The distance between sodium ions.

(b) The distance between sodium and oxide ions.

(c) The distance between oxide ions.

(d) The density of Na,O.

Suppose that in a crystal of NaCl contact between chloride ions occurs and contact between sodium and chlo-
ride ions occurs. Determine the percentage of free space in the NaCl crystal.

Although CaF, has the fluorite structure, MgF, has the rutile structure. Explain this difference.
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15. The removal of two electrons from a magnesium atom is highly endothermic, as is the addition of two elec-
trons to an oxygen atom. In spite of this, MgO forms readily from the elements. Write a thermochemical cycle
for the formation of MgO and explain the process from the standpoint of the energies involved.

16. Cations in aqueous solutions have an effective radius that is approximately 75 pm larger than the crystallo-
graphic radii. The value of 75 pm is approximately the radius of a water molecule. It can be shown that the
heat of hydration of cations should be a linear function of Z?/r" where 7' is the effective ionic radius and Z is
the charge on the ion. Using the ionic radii shown in Table 7.4 and hydration enthalpies shown in Table 7.7,
test the validity of this relationship.

17. KBr crystallizes in a sodium chloride lattice arrangement with a cell edge length of 314 pm.
(a) Calculate the total attraction in 1 mole of KBr.
(b) Calculate the actual lattice energy by means of the Kapustinskii equation or a thermochemical cycle.
(c) Explain why the values determined in parts (a) and (b) are different.
(d) Using the results from (a) and (b), evaluate the value of n that is correct in this case according to

1
n

Note: e = 4.8 X 107 esuand 1 esu = 1 g'/? cm?? sec™".

_ N,Ae?
T

u

18. The edge of the unit cell in a crystal is sometimes called the lattice or cell constant. The structure known as anti-
fluorite is the structure of K,O and its cell constant is 644 pm. Determine the value for each of the following:
(a) The distance between K™ ions.
(b) The distance between K* and O?~ ions.
(c) The distance between O?~ ions.
(d) The density of K,O.
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Chapter

Dynamic Processes in
Inorganic Solids

Although reactions in the gas phase and solutions may be better understood on the molecular level,
reactions in solids are quite common and useful. Because so many inorganic compounds are solids,
inorganic chemistry involves a great deal of solid-state science. However, reactions in the solid state
may involve several factors that are not relevant to reactions carried out in the gas phase or in solution.
The study of reactions in solids is frequently given little attention in the presentation of inorganic chem-
istry, but a great deal is known about many of the processes. Some of the reactions in inorganic solids
are of economic importance, and others reveal a great deal about the behavior of inorganic materials.
Therefore, this chapter is devoted to presenting some of the basic ideas concerning reactions in solids
and discussing some of the methods used in this area of inorganic chemistry.

8.1 CHARACTERISTICS OF SOLID-STATE REACTIONS

There are several ways to induce reactions in solids. The application of heat, electromagnetic radiation,
pressure, ultrasound or some other form of energy may induce a transformation in a solid. For centu-
ries, it has been a common practice to subject solid materials to heat in order to determine their ther-
mal stability, to study their physical properties, or to convert one material into another. One important
commercial reaction, that producing lime,

CaCOs(s) é CaO(s) + CO,(g) (8.1)

is carried out on an enormous scale (see Chapter 13).

Reactions in solids are often vastly different from those that take place in solutions. Because many of
the reactions in the solid state involve inorganic materials, an introduction to this important topic is
presented in this chapter to show some of the principles that are applicable to this area of inorganic
chemistry. The emphasis is on showing several types of reactions, but no attempt is made to present
comprehensive coverage of the hundreds of reactions that take place in the solid state. Although some

255
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reactions involve the reaction of two solid phases, the discussion deals primarily with one component.
A enormous number of reactions of this type involve the decomposition of a solid to produce a differ-
ent solid and a volatile product as illustrated by Eq. (8.1).

Rates of reactions in solutions are usually expressed as mathematical functions of concentrations of
the reacting species as variables, the rate law. For reactions in solids, this is not feasible because any
particle of a uniform density has the same number of moles per unit volume. A different reaction
variable must be chosen, and that is most commonly the fraction of the reaction complete, a. At the
beginning of a reaction o = 0, and at the completion of the reaction o = 1 (if the reaction goes to
completion, which is not always the case). The fraction of the reactant remaining is given by (1 — «),
so rate laws are generally written in terms of that quantity. Rate laws for reactions in solids are fre-
quently determined by the geometry of the sample, formation of active sites, diffusion, or some other
factor. As a result, many of the rate laws for reactions in solids are derived based on those consider-
ations. In the majority of cases, it is not possible to interpret a rate law on the usual concepts related to
bond-breaking and bond-making steps. Moreover, even though the rate constant for a reaction varies
according to the Arrhenius equation, the calculated “activation energy” may be for some process such
as diffusion rather than changes in “molecules,” which often are not present. The transition state may
be the motion of an ion through a potential field in a crystal rather than a molecule having stretched
or bent bonds.

In order to test rate laws, & must be determined as a function of time using an appropriate experimen-
tal technique. If the reaction involves the loss of a volatile product as shown in Eq. (8.1), the extent of
reaction can be followed by determining the mass loss either continuously or from sample weight at
specific times. Other techniques are applicable to different types of reactions. After « has been deter-
mined at several reaction times, it is often instructive to make a graph of « versus time before the data
are analyzed according to the rate laws. As will be shown later, one can often eliminate some rate laws
from consideration because of the general shape of the « versus ¢ curve.

Figure 8.1 shows three hypothetical « versus time curves for solid-state reactions that apply particularly
to cases where a gaseous product is evolved.

For some solid reactants, gases may be adsorbed on the solid before the reaction begins and may be
lost quickly when the reaction begins. When the o versus ¢ curve is examined, it is seen that there is an
initial change that may be due to the loss of the volatile material that was adsorbed (curve I, region A in
Figure 8.1). The loss of the adsorbed gas appears to indicate the reaction (illustrated by curve 1) is taking
place with the loss of a gaseous product, so the graph shows an initial deviation from the horizontal
axis. This initial response is not part of the chemical reaction. Such a condition is rather uncommon,
but in a general case it is assumed that it can be present. If no volatiles are lost but there is an induction
period (illustrated by curve II), the value of « increases more rapidly as shown in regions B on curves I
and II. In these regions, the rate of the reaction is increasing (in what is usually a nonlinear way). This
is known as the acceleratory period. In the third region, C (as shown by curves I, I, and III), the rate of
the reaction is a maximum, and after that, the rate decreases (the deceleratory or decay period, D) and
approaches zero as completion or equilibrium is approached. The reaction represented by curve III
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Time

M FIGURE 8.1  The variation of cx versus time for a hypothetical reaction in the solid state. Curve | shows the evolution of a gas (A) followed by an
induction period (B) before the maximum rate is reached, curve Il represents a reaction that shows an induction period (B) before reaching maximum
rate, and curve lll represents a reaction that begins at the maximum rate.

shows no acceleratory period and it begins at the maximum rate. It must be emphasized that the
majority of reactions in solids do not show all of these features, and many are represented by curve III,
which does not have complicating features such as rapid loss of gas or an induction period.

For many reactions, the rate is a maximum as the reaction begins (the maximum amount of reactant is
present at t = 0). As a solid reacts, there is frequently a coalescence of surface material as surface ten-
sion works to produce a minimum surface area. At elevated temperatures, there is increased mobility
of structural units (atoms or ions) that leads to rounding of surfaces. This process, known as sintering,
can lead to closing of pores and welding of individual particles together. As a result, it may become
difficult for a volatile product to escape from the reacting solid. The situation in which a gaseous prod-
uct is held by adsorption or absorption is known as retention. Because of retention, a reaction may
never reach completion with regard to all of the gaseous product being evolved.

Even though the vast majority of solid-state reactions do not exhibit all of the features indicated on
curve A shown in Figure 8.1, it is frequently the case that no single rate law will correlate data for the
entire range of the reaction. A different function may be needed to fit data in the induction region,
another in the region where the rate is maximum, and yet another in the decay region. It should be
remembered that subtle features of a reaction are sometimes more apparent when looking at a graph
rather than looking at numerical data alone.

In addition to the complications described, other factors are important in specific reactions. If a reac-
tion takes place on the surface of a solid, reducing the particle size (by grinding, milling, or vibration)
leads to an increase in surface area. A sample of a solid treated in this way may react faster than an
untreated sample, but in some cases changing the particle size does not alter the rate. This has been
found to be true for the dehydration of CaC,0,-H,O, which is independent of the particle size over a
wide range of « values.
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In Chapter 7, it was shown how defects in solids can be produced by heating the solid to produce the
defects then quenching the crystal. On the other hand, defects can be removed by heating a crystal
and allowing it to cool very slowly in an annealing process to allow the defects to be removed by rear-
rangement of particles. Defects represent high-energy sites where a reaction may initiate. Increasing the
concentration of defects will usually increase the rate at which the solid will react. These observations
show that the reactivity of a particular sample of a solid may depend on prior treatment of the sample.

8.2 KINETIC MODELS FOR REACTIONS IN SOLIDS

There are significant differences between the kinetic models for reactions carried out in the solid phase
and those taking place in gases or solutions. Therefore, it is appropriate to describe briefly some of the
kinetic models that have been found to be particularly applicable to reactions in inorganic solids.

8.2.1 First-Order

As was discussed earlier in this chapter, the concept of a reaction order does not apply to a crystal
that is not composed of molecules. However, there are numerous cases in which the rate of reac-
tion is proportional to the amount of material present. We can show how this rate law is obtained
in a simple way. If the amount of material at any time, ¢, is represented as W and if we let W, be the
amount of material initially present, the amount of material that has reacted at any time will be equal
to (W, — W). In a first-order reaction the rate is proportional to the amount of material. Therefore, the
rate of reaction can be expressed as

- =W (8.2)

When integration is performed so that the amount of reactant is W, at t = 0 and is W at time ¢, the
result is

In ‘C]v =Lt (8:3)

We now need to transform the rate equation to one involving «, the fraction of the sample reacted, by
making use of the relationship

=0 " =1-— (8.4)
Therefore, (1 — a) = W/W, which when substituted in Eq. (8.3) gives
—In(1-a) =kt (8.5)

If the fraction reacted is «, then (1 — «) is the amount of sample unreacted, and we see that a plot of
—In(1 — «) versus time would be linear with a slope of k. It should come as no surprise that reactions
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are known in which the rate law over some portion of the reaction is first-order, but in the latter stages
of the reaction the reaction is diffusion controlled.

8.2.2 The Parabolic Rate Law

Reactions in which a gas or liquid reacts with the surface of a solid are rather common processes in
inorganic chemistry. The product that forms as a layer on the surface of the solid may impede the other
reactant from contacting the solid. There are several types of behavior that depend on how the product
layer affects the mobility of reactants, but in this instance, we will assume that the rate is inversely pro-
portional to the thickness of the product layer. When the rate law is written in terms of the thickness
of the product layer, x, the result is

dx
Rate = — 8.6
ate 1 (8.6)

Because the rate decreases as x increases, the rate is proportional to 1/x, indicating that

dx 1
—=k— 8.7
dt X (87)
Rearranging gives
xdx = kdt (8.8)

At t =0, x = 0 and at a later time ¢, the thickness of the layer is x. Integrating between these limits
yields

=l (8.9)

Because the rate law in this form is a quadratic equation, the rate law is known as the parabolic rate law.
When we solve this equation for the thickness of the product layer, x, we obtain

x = (2kt)’ (8.10)

This is the rate law that applies when the product layer is protective in nature.

If the product layer is not protective, the mobile reactant has access to the surface of the solid. In that
case, it is easy to show that the rate law can be expressed as

x =kt (8.11)

In another type of reaction, the penetration of the mobile reactant varies as 1/x>, which gives rise to a
so-called cubic rate law of the form

x = (3kt) (8.12)
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As will be described later, a common and important type of reaction that involves the oxidation of
metals during corrosion processes sometimes follows a rate law of this form.

8.2.3 Contracting Volume Rate Law

A rate law that shows some of the peculiarities of reactions in solids arises in the following way.
A solid particle having a spherical shape is assumed to react only on the surface. This rate law has been
found to model the shrinking of solid particles in aerosols as well as other reactions that take place on
the surface of solid particles.

In this model, the rate of the reaction is determined by the surface area, S = 4772, but the amount of
the reactant is determined by the volume, V = 47r3/3. The amount of solid reacting is given as —dV/dt,
and that is determined by the surface area. The rate law can be written as

—‘Z—‘; = kS = k(4mr2) (8.13)

From the expression for the volume, we can solve for r2 to obtain (3V/4x)%3. Substituting for r2 in Eq.
(8.13) yields

23

2/3
o k(m)[ﬂ] = k(47r)[i] V23 = V23 (8.14)
dt 47 47

where k' = k (47) (3/47)%3. Therefore, we have shown that

_’Z_‘t’ — RV (8.15)

which leads to this type of process being known as a “two-thirds” order reaction, but this is inappro-
priate because it is not an “order” type of reaction. After integration, the rate law becomes

v01/3 — VI3 = ﬁ

(8.16)
To obtain the rate law in a form containing «, we recall that the fraction of the particle reacted is the
change in volume divided by the original volume, o = (V, — V)/V,,. Rearranging gives o = 1 — (V/V,)),
which leads to (V/V,) = 1 — «, the fraction remaining.

Dividing both sides of Eq. (8.16) by V, /3 gives
V01/3 — VB V13 k't

=1- = 8.17
V01/3 V01/3 3V01/3 ( )
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Substituting the expression found above for (1 — «) leads to

k't
(1 — A3 =
1—-(1— )Y A (8.18)
This equation can be put in the form
1-(1-a)B =kt (8.19)

where k" = k'/3V,'/? and k' = k-47(3/47)?3. The observed rate constant, k", is associated with the geom-
etry of the sample, but it is not related to the population of a transition state in the usual sense. If a
reaction is assumed to take place on the surface of a cubic solid, the rate law turns out to be identical
to that shown above except that the observed rate law has other geometric factors subsumed in it.
Although the derivation will not be shown, if reaction involves a receding area, the rate law will con-
tain the quantity (1 — a)"/2.

As shown by Eq. (8.15), the reaction is a “two-thirds” order, but that does not involve the concept of
molecularity. Since the surface area is a maximum at the beginning of the reaction, the rate is maxi-
mum at that time and decreases thereafter. A rate law of this type is known as a deceleratory rate law. As
will be shown later, there are several rate laws that show this characteristic.

8.24 Rate Laws for Cases Involving Nucleation

Solids are not generally equally reactive throughout the sample. Many reactions in solids begin at an
active site and progress outward from that point. For example, when a solid undergoes a phase trans-
formation, the change usually begins at active sites that may involve point defects. As the solid changes
structure outward from such active sites, it may follow a rate law of the type being considered here.
However, many types of reactions in solids as well as crystallization proceed from active sites, so this
type of rate law is a frequently occurring one. Microscopic examination and other techniques have
been used to follow the spread of reactions from active sites.

The active sites from which a reaction in a solid spreads are known as nuclei. It is known that nuclei
may grow in one, two, or three dimensions, and each case leads to a different form of the rate law. If
the nuclei form in random sites in the solid (or perhaps on the surface), the rate laws are known ran-
dom nucleation rate laws that have the form

[FIn(1 — a)]¥" = ket (8.20)

where n is known the index of reaction. As should be apparent, the concept of “order” is not applicable
in these cases. This rate law is known as the Avrami-Erofeev rate law, for which the initial assumptions
about the way in which the reaction spreads from the nuclei give rise to n values of 1.5, 2, 3, or 4. These
rate laws are referred to as A1.5, A2, A3, and A4, respectively. Although this will be stated without proof,
the case where n = 1.5 corresponds to a diffusion-controlled process. Derivations of the Avrami-Erofeev
rate laws (sometimes called simply Avrami rate laws) are somewhat tedious, and the interested reader is
referred to the references listed at the end of this chapter for details (especially Young, 1966).
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Table 8.1 Values of a as a Function of Time for a Reaction Following an Avrami-Erofeev Rate Law with
n=3andk=0.020 min~".

Time, min « Time, min « Time, min «

0 0.000 35 0.387 70 0.859

5 0.010 40 0.473 75 0.895

10 0.039 45 0.555 80 0.923

15 0.086 50 0.632 85 0.944

20 0.148 55 0.702 90 0.960

25 0.221 60 0.763 95 0.973

30 0.302 65 0.815 100 0.982

When testing data for « versus t, the object is to identify the appropriate value of n after which the rate
constant can be calculated, and knowing the rate constants at several temperatures allows an activation
energy to be determined. Taking the logarithm of both sides of Eq. (8.20) yields

Ln[-In(t = )] = In(kt) = Ink + In ¢ (8.21)
n

This equation shows that a graph of In[—In(1 — «)] versus In(t) would be linear and have a slope of n and
an intercept of n[In(k)] if the value of n correctly fits the data. For a series of («,t) data, plots can be made
using the various values of n as trial values to see which value yields a straight line. Because of the numerical
idiosyncrasies, it is generally better to make the graphs using Eq. (8.20) by plotting [In(1/(1 — «))]"/" versus
time to test the n values. In some data analysis procedures, the computations are carried out by computer in
such a way that the value of n is allowed to vary from perhaps 1 to 4. Linear regression is carried out itera-
tively as n is varied by some increment until the highest correlation coefficient is obtained to the accuracy
desired. Although this will find a value for n that gives the best fit of the data to an Avrami rate law, there is
little chemical meaning or interpretation for an n value of perhaps 2.38 or 1.87.

Methods of data analysis for reactions in solids are somewhat different from those used in other types
of kinetic studies. Therefore, the analysis of data for an Avrami type rate law will be illustrated by an
numerical example. The data to be used are shown in Table 8.1, and they consist of (a,t) pairs that

were calculated assuming the A3 rate law and k = 0.025 min 1.

The data shown in Table 8.1 were used to prepared Figure 8.2. The relationship shows the sigmoidal
profile that is characteristic of autocatalysis or nucleation processes. Although the graph will not be
shown, a plot of [—In(1 — «)]"/? versus time for these data yields a straight line as expected. When
graphs are prepared of the [—In(1 — «)]'/" functions versus time using the various values of n, only
the “correct” value of n will yield a straight line. If a trial value of n is larger than the correct value, a
curve will be obtained that is concave downward, whereas a value of n smaller than the correct value
will result in a curve that is concave upward. If a sigmoidal curve is obtained for « versus time data
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M FIGURE8.2 A graph of o versus time for an Avrami rate law withn = 3 and k = 0.020min~".
when analyzing data for a reaction in a solid, it is generally a good indication that the rate of the reac-
tion is controlled by a nucleation process.

A large number of inorganic compounds crystallize as hydrates. One of the most familiar examples is
copper sulfate pentahydrate, CuSO,4-5H,0. Like most hydrates, when this material is heated it loses
water, but because all of the H,O molecules are bound in different ways, some are lost more easily
than others. Therefore, as the solid is heated the reactions observed first are

CuSO,-5H,0(s) — CuSO,-3H,0(s) + 2H,0(g) (8.22)
CuSO,-3H,0(s) — CuSO,-H,0(s) + 2H,0(g) (8.23)

The first of these reactions takes place as the sample is heated in the range 47 to 63 °C and the second
in the range 70.5 to 86 °C. When the data were analyzed to determine the rate law for the processes, it
was found that both reactions followed an Avrami rate law with an index of 2 as the extent of reaction
varied from a = 0.1 to o = 0.9 (Ng et al., 1978). Another reaction for which most data provide the
best fit with an Avrami rate law is

[Co(NH,),H,0ICl(5) = [Co(NH,)CIICL(s) + H,0(8) (8.24)

For this reaction, the best fit was given with the A1.5 rate law,
1-(1—a)3 =kt (8.25)
An interesting reaction of a solid coordination compound is

Ky [Ni(NO,)g]- xH,0(s) — K4[Ni(NO,),(ONO),|(s) + xH,0O(g) (8.26)
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in which dehydration and linkage isomerization of two of the nitrite ligands occurs. For this reaction,
an Avrami rate law provided the best fit to the kinetic data, but as is often the case, the inaccuracy of
the data did not allow a distinction to be made unambiguously between A.15 and A2 (House and
Bunting, 1975). The essence of this discussion is to show that many types of reactions in solids follow
Avrami rate laws.

The kinetic models just described are only a few of those that have been found to represent reactions
in solids. Moreover, it is sometimes observed that a reaction may follow one rate law in the early stages
of the reaction, but a different rate law may apply in the later stages. Because many of the rate laws
that apply to reactions in solids are quite different from those encountered in the study of reactions

Table 8.2 Some Common Rate Laws for Reactions in Solids.
Type of Process Mathematical Form of f(o) = kt

Deceleratory a-time curves based on reaction order

F1 First-order —In(1 — )
F2 Second-order 1/(1 — «)
F3 Third-order [1/(1 — a)1?

Deceleratory a-time curves based on geometrical models

R1 One-dimensional contraction 1—(1— w3
R2 Contracting area 1—(1— )"
R3 Contracting volume 1-(1—)"

Deceleratory a-time curves based on diffusion

D1 One-dimensional diffusion a?

D2 Two-dimensional diffusion 1T-—a)n(1 —a) +
D3 Three-dimensional diffusion 1—0-a"P?

D4 Ginstling-Brounshtein [1— Qa3 — (1 —a)?

Sigmoidal a-time curves

A15 Avrami-Erofeev one-dimensional growth of nuclei [—=In(1 — a)]?3
A2 Avrami-Erofeev two-dimensional growth of nuclei [=In(1 — a)]'?
A3 Avrami-Erofeev three-dimensional growth of nuclei [—=In(1 — a)]'3
A4 Avrami-Erofeev [—=In(1 — )]V
B1 Prout-Tompkins In[a/(1 — )]

Acceleratory a-time curves

Power law a2

Exponential law In o
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in gases and solutions, a summary of the most common types is presented in Table 8.2. Although the
rate laws shown in Table 8.2 do not encompass all of those known to model solid-state reactions, they
do apply to the vast majority of cases.

Fitting data for the fraction of a reaction complete as a function of time to the kinetic models is often
accompanied by some difficulty. For some reactions, it may not be possible to determine the values for
« with high accuracy, and examination of the rate laws shown in Table 8.2 shows that some of them
do not differ much. Slight errors in the data can obscure subtle differences in how well the rate laws
model a reaction. For example, a series of data for « as a function of time might give about an equally
good fit to the A2 or A3 rate laws because they differ only slightly in mathematical form. In most cases,
it is not possible to follow a reaction over several half-lives, and if this were done it is likely that the
early and latter stages of the reaction would not be correctly modeled by the same rate law. In an effort
to reduce the difficulty in determining the correct rate law, several replicate kinetic runs can be made,
and the data analyzed as described earlier. In most cases, the data from a majority of the runs will indi-
cate the same rate law as the best fitting-one. Kinetic studies on reactions in the solid state involve a
rather different protocol than is followed for studies on reactions in the gas phase or in solutions.

In general, the function that gives the best fit (as indicated by the highest correlation coefficient) to the
«, t data is assumed to be the “correct” rate law. However, if several runs are made, it is usually the case
that not all of the data sets will give the best fit with the same rate law.

8.2.5 Reactions between Two Solids

Although not particularly common, there are numerous cases in which two solids undergo a reaction.
This must usually be induced by heating the mixed solids or supplying energy by some other means
such as heat or pressure. It has also been found that when two solids are suspended in an inert lig-
uid, the application of ultrasound can cause them to react. In some ways, the effect of ultrasound is
similar to instantaneous application of heat and pressure because the particles are driven together as
cavitation occurs. Ultrasound causes cavitation and when the cavities implode, the suspended particles
are driven together violently as a result of internal pressures that may be as much as a few thousand
atmospheres (see Chapter 6). When this happens, there may be a reaction between the particles. An
example of this type of process is

Cdl, + Na,§ ——uuwasound - c4g 4 oNal (8.27)

dodecane

Although we have shown several kinetic models for reacting solids, none specifically applies to a reac-
tion between fwo solids. A rate law that was developed many years ago to model reacting powders is
known as the Jander equation, and it is written as

— It (8.28)

2
L (100 —y)"”
100
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where y is the percent of the reaction complete. This equation can also be written as

=kt (8.29)

When y is the percent reacted, /100 is the fraction reacted, which is equal to «, and the equation can
be written as

—QQ—a)/3P? =kt (8.30)

This equation has the same form as that for three-dimensional diffusion (see Table 8.2). The Jander
equation was found to model the process shown in Eq. (8.27) quite well. The reaction between two
solids requires the reaction to begin on the surface of the particles and progress inward. For solids in
which there is no anisotropy in the structures, diffusion should take place equally in all directions, so
a three-dimensional diffusion model would seem to be appropriate.

8.3 THERMAL METHODS OF ANALYSIS

From the discussion presented of reactions in solids, it should be apparent that it is not practical in
most cases to determine the concentration of some species during a kinetic study. In fact, it may be
necessary to perform the analysis in a continuous way as the sample reacts with no separation neces-
sary or even possible. Experimental methods that allow measurement of the progress of the reaction,
especially as the temperature is increased, are particularly valuable. Two such techniques are thermo-
gravimetric analysis (TGA) and differential scanning calorimetry (DSC). These techniques have become
widely used to characterize solids, determine thermal stability, study phase changes, and so forth.
Because they are so versatile in studies on solids, these techniques will be described briefly.

Thermoanalytical methods comprise a series of techniques in which a property is determined at differ-
ent temperatures or as the temperature changes continuously. The property measured may include the
mass of the sample (TGA), the heat flow to the sample (DSC), the magnetic character of the sample
(TMA), or some other property such as dimensional changes. Each of these types of measurements
gives information on some change undergone by the sample, and if the change is followed over time,
it is possible to derive kinetic information about the transformation.

When heated, many solids evolve a gas. For example, most carbonates lose carbon dioxide when
heated. Because there is a mass loss, it is possible to determine the extent of the reaction by following
the mass of the sample. The technique of thermogravimetric analysis involves heating the sample in
a pan surrounded by a furnace. The sample pan is suspended from a microbalance so its mass can be
monitored continuously as the temperature is raised (usually as a linear function of time). A recorder
provides a graph showing the mass as a function of temperature. From the mass loss, it is often pos-
sible to establish the stoichiometry of the reaction. Because the extent of the reaction can be followed,
kinetic analysis of the data can be performed. Because mass is the property measured, TGA is useful for
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studying processes in which volatile products are formed. In another form of thermal analysis, known
as thermodilatometry, the volume of the sample is followed as the temperature is changed. If the sample
undergoes a phase transition, there will usually be a change in density of the material so the volume
of the sample will change. Other properties such as the behavior of a sample in a magnetic field can be
studied as the temperature is changed.

Differential scanning calorimetry involves using sophisticated electronic circuits to compare the heat
flow necessary to keep the sample and a reference at the same temperature as both are heated. If the
sample undergoes an endothermic transition, it takes more heat to keep its temperature increasing at
a constant rate than if no reaction occurred. Conversely, if the sample undergoes an exothermic transi-
tion, less heat is required to keep its temperature increasing at a constant rate. These situations cause
the recorder to show a peak in either the endothermic or exothermic direction, respectively. The area
under the peak is directly proportional to the amount of heat absorbed or liberated, so if a calibra-
tion peak has been obtained, it is possible to determine AH for the transition from the area under the
peak. The fraction of the reaction complete is obtained by comparing area under the peak when heat-
ing to several intermediate temperatures has occurred to that corresponding to the complete reaction.
Knowing the extent of the reaction as a function of time or temperature enables the rate law for the
transformation to be determined. DSC can be used to study processes for which there is no mass loss,
as long as the transformation absorbs or liberates heat. Therefore, it can be used to study changes in
crystal structure as well as chemical reactions.

The brief description of TGA and DSC presented here is intended to show the types of measurements
that are possible. To see how the methods are useful for studying changes in solids, it is not necessary
to discuss the operation of the instruments or to go into details of data analysis. However, it should
become clear during the discussion how useful these techniques are for studying solids.

Another technique that has been employed for studying certain types of changes in solids is infrared
spectroscopy, in which the sample is contained in a cell that can be heated. By monitoring the infra-
red spectrum at several temperatures, it is possible to follow changes in bonding modes as the sample
is heated. This technique is useful for observing phase transitions and isomerizations. When used in
combination, techniques such as TGA, DSC, and variable-temperature spectroscopy make it possible
to learn a great deal about dynamic processes in solids.

84 EFFECTS OF PRESSURE

Although volume changes in liquid and solids are small, the application of high pressure can be con-
sidered as doing work on the sample. Generally, a transformation from one form of a solid to another
is brought about by increasing the temperature. If the two forms have different volumes, increasing the
pressure will favor a shift to the form having the smaller volume. If the sample undergoes a reaction,
the transition state may have smaller or larger volume than the starting material. If the volume of the
transition state is smaller than that of the reactants, increasing the pressure will favor formation of the
transition state and thus increase the rate of the reaction. On the other hand, if the transition state has
a larger volume than the reactants, increasing the pressure will hinder the formation of the transition
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state, thereby decreasing the rate of the reaction. Pressure studies have provided valuable information
about several types of dynamic processes in solids that include phase transitions, isomerizations, and
chemical reactions.

To gain an appreciation of the effect produced by pressure, we will consider the following example.
Suppose that increasing the pressure on a sample by 1000 atm produces a change in volume of 10 cm?3/
mol. The work done on the sample is given by PAV, which is

1000 atm X 0.010 liter/mol = 10 liter atm/mol

When converted to kJ/mol, the work done on the sample is found to be only 1.01 kJ/mol. In order to
produce a significant amount of work on the sample requires enormous pressures. The effects are usu-
ally observable only when several kbar are involved (1 bar = 0.98692 atm). Volume changes in the
order of plus or minus 25 cm?/mol are typical for pressure changes of 10 kbar.

When a chemical reaction takes place, the volume change accompanying the formation of the transi-
tion state is known as the volume of activation, AV*. It can be expressed as

AVE = V=3V, (8.31)

where V* is the volume of the transition state and ¥ Vj is the sum of the molar volumes of the reac-
tants. The free energy of activation is given by

AGt = G* — %G, (8.32)

where G* is the free energy of the transition state and X Gy is the sum of the molar free energies of the
reactants. However, for a process at constant temperature

G
[8—1)]]‘ =V (8.33)

For reactants forming a transition state, it is found that

2
oP

] =Vi— DV, = AV? (8.34)
T

From transition state theory, we know that the equilibrium constant for formation of the transition
state (K*) is related to the free energy by the relationship

AGt = —RT In K* (8.35)
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The variation in rate constant (which depends on the concentration of the transition state) with pres-
sure can be expressed as

[alnk] __AV* (8.36)
aP ). RT

At constant temperature, the partial derivatives can be replaced, and rearrangement of this equation
leads to

Avt = gy 4k (8.37)
Solving this equation for dln k gives
+
dink = — 2V 4p (8.38)
RT
which can be integrated to give
f
mk=-2Y"pic (8.39)
RT

From this equation, we see that if the rate constant is determined at a series of pressures, a plot of In k
versus P should be linear with the slope being —AV*/RT. Although this approach is valid, the graph
obtained may not be exactly linear, but the interpretation of these cases does not need to be presented
here. It is sufficient to note that the volume of activation can be determined by studying the effect of
pressure on reaction rates.

When the value for AV* is negative, an increase in pressure will increase the rate of reaction. This has
been observed for the linkage isomerization reaction (see Chapter 20)

[Co(NH;);ONOJ* — [Co(NH,)sNO, ** (8.40)

The negative volume of activation in this case is interpreted as indicating that the —ONO group does
not leave the coordination sphere of the metal but rather changes bonding mode by a sliding mecha-
nism that leads to a transition state that has a smaller volume than the initial complex. Some com-
plexes having a coordination number of 5 are known that can exist in either the trigonal bipyramid or
square based pyramid structure. The transformation from one structure to another has been shown in
some cases to be induced by high pressure.

As was discussed in Chapter 7, there are numerous solids that can exist in more than one form. It is
frequently the case that high pressure is sufficient inducement for the structure to change. An example
of this type of behavior is seen in KCI, which has the sodium chloride (rock salt) structure at ambient
pressure, but is converted to the cesium chloride structure at high pressure. Other examples illustrating
the effect of pressure will be seen throughout this book (see especially Chapter 20). It should be kept
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in mind that studies involving pressure changes can yield information about transformations that is
not easily obtainable by other means.

8.5 REACTIONS IN SOME SOLID INORGANIC COMPOUNDS

The number of inorganic substances that undergo some type of reaction in the solid state is very
large. If reactions in which a solid is converted into a different solid phase and a volatile product are
included, the number is even larger. Even though the number of reactions known to occur in solid
compounds is very large, many have not been the subject of kinetic studies. In this section, a few
of the types of processes that have been studied will be shown. Numerous other examples will be
shown in later chapters of this book, especially Chapters 13, 14, and 20. All of the reactions shown
take place at elevated temperature (some very elevated), so heating is understood. The temperatures
required depend on the specific compound, and some of the reactions are shown as general types.
Consequently, the temperatures required are not shown.

When metal carbonates are heated, they decompose to produce the metal oxide and CO,. From an
economic standpoint, the decomposition of limestone, CaCOys, is perhaps the most important reac-
tion of this type because the product, lime, is used in making mortar and concrete.

CaCO5(s) — CaO(s) + CO,(g) (8.41)

In another reaction of this type, metal sulfites lose SO, when heated,

MSO,(s) — MO(s) + SO,(g) (8.42)

Partial decomposition of some salts is the preparative means to others. For example, the commercial
preparation of tetrasodium diphosphate involves the thermal dehydration of Na,HPO,:

2 Na,HPO, — H,O + Na,P,0, (8.43)
Other compounds that can be partially decomposed include dithionates, with the following being typ-

ical reactions of this type:

CdS,04(s) — CdSO,(s) + SO,(g) (8.44)

S15,04(s) — SISO, (s) + SO,(g) (8.45)

As will be discussed in Chapter 14, the thermal decomposition of solids containing the S,042~ ion to
give SO, and SO, is a general reaction of dithionates.

When most solid oxalates are heated, they are converted to the corresponding carbonate with the evo-
lution of CO:
MC,0,(s) — MCOs(s) + CO(g) (8.46)
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Oxalates are frequently obtained as hydrates, so the first reaction when a hydrated metal oxalate is
heated is the loss of water. However, some metal oxalates decompose in a reaction that is quite dif-
ferent from that shown in Eq. (8.46). Several metal oxalates decompose according to the following
equation:

Ho,(C,0,);(s) — Ho,05(s) + 3CO,(g) + 3CO(g) (8.47)

This behavior is not unexpected, given the fact that many metal carbonates lose CO, to produce the
oxides.

In a somewhat more unusual reaction, heating an alkali metal peroxydisulfate results in the rupture of
the O—O linkage in the S,04%" ion with the loss of oxygen. For example,

Na,$,04(s) — Na,$,0,(s) + 1, 0,(g) (8.48)

The O—O bond in most peroxides has an energy of approximately 140kJ/mol, which is approximately
the activation energy for this reaction. Although it is tempting to say that the initial step in the decom-
position of the peroxydisulfate is the breaking of the O—O bond, one cannot be certain that this is so
just because the activation energy is about equal to that bond energy.

Earlier in this chapter, it was pointed out that prior treatment and procedural variables can affect the
kinetics of reactions of a solid substance. Although a large number of studies have been conducted to
evaluate these factors, two such studies will be summarized here.

Ammonium salts usually decompose to gaseous products, and a sizeable number of such compounds
have been the subject of kinetic studies (House et al., 1995). Decomposition of ammonium carbonate
leads to gaseous products,

(NH,4),CO5(s) — 2NH;(g) + CO,(g) + H,0(g) (8.49)

As a result, ammonium carbonate is conveniently studied by mass loss techniques such as TGA. In
one study, the decomposition of particles having different size distributions (302 * 80, 98 * 36,
and 30 = 10pm, respectively) was studied by carrying out a large number of kinetic runs. It was
found that decomposition of the largest particles almost always followed either a first-order or a
three-dimensional diffusion rate law. The samples consisting of particles having intermediate size
decomposed by a first-order rate law, and samples containing the smallest particles decomposed by a
three-dimensional diffusion rate law.

A reaction that has been the subject of numerous studies is the dehydration of CaC,0,-H,0:
CaC,0,-H,0(s) — CaC,0,(s) + H,0(g) (8.50)

In a highly replicated kinetic study (House and Eveland, 1993), the dehydration of samples of freshly
prepared CaC,0,-H,0 and material that had been stored in a desiccator for a year was studied. It was
found that the kinetics of the dehydration reaction did not depend on the particle size, but there was
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a great difference between the behavior of the freshly prepared and aged samples. The R1 (one-dimen-
sional contraction) rate law was most appropriate for the freshly prepared material, but the aged mate-
rial showed considerable variation in replicate kinetic runs. The majority of the data fit the R1 rate
law, but several runs gave the best fit with an A2 or A3 rate law. Moreover, dehydration of the mate-
rial studied soon after its preparation had an activation energy of 60.1 = 6.6kJ/mol, but that for the
aged material had an activation energy of 118 = 15kJ/mol. Although many other kinetic studies on
the decomposition of inorganic solids could be described, the discussion presented shows illustrative
examples of this important area.

86 PHASE TRANSITIONS

The transformation of a substance from the solid phase to the liquid phase (melting) is a common type
of change in state. However, a transformation of a solid substance from one solid structure to another
is also referred to as a phase transition, although no change in physical state occurs. In Chapter 7,
the ability of metals to be converted from one structure to another was described. In some cases, there
is no change in coordination number as the metal changes from one form to another, such as in the
transition Co(hcp) to Co(fcc), where both structures have a coordination number of 12. However,
in the transformation of Ti(hcp) to Ti(bec) the coordination number of Ti changes from 12 to 8. Phase
transitions are observed to occur in all types of materials. For example, sulfur exists at room tempera-
ture in the rhombic form, but at temperatures near the melting point it is converted to the monoclinic
form.

Although most phase transitions are brought about by a change in temperature, many phase transi-
tions can also be induced by a change in pressure. As a material changes structure, there is almost
always some change in volume, and as described in Section 8.4, increasing the applied pressure favors
the phase that has smaller volume. When pressure is applied to KClI, it changes from the sodium chlo-
ride structure to the cesium chloride structure. The pressure required is 19.6 kbar and the volume
change is —4.11 cm3/mol. One way to study phase transitions is by dilatometry, and instruments for
measuring volume changes as a function of temperature are available.

Transformation of a solid such as KCI from the NaCl structure to the CsCl structure is a vastly different
situation from that of converting graphite into diamond. In the latter transition, the bonds between
carbon atoms must be broken and replaced with an entirely different bonding mode. This type of
transition is called a reconstructive transition. Such changes are normally slow and have high activation
energies associated with them. The transformation of most ionic solids from one crystal structure to
another does not involving breaking all of the ionic bonds between the ions, so the process usually
has a low activation energy because the change in structure is relatively minor. Phase transitions of
this type are called displacive transitions. Both reconstructive and displacive transitions may involve
the groups in either the primary or first bonding environment (nearest neighbors) or the secondary
environment. For example, if a solid consists of tetrahedral units, breaking the primary bonding envi-
ronment would require the breaking of bonds within the units, whereas disrupting the secondary envi-
ronment would involve breaking bonds between the units. Numerous examples of all of these types of
phase transitions are known.
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M FIGURE 8.3  The energy profile for the transformation of a solid from phase | to phase Il.

An enormous number of phase transitions are known to occur in common solid compounds. For
example, silver nitrate undergoes a displacive phase transition from an orthorhombic form to a hexa-
gonal form at a temperature of approximately 162 °C that has a enthalpy of 1.85kJ/mol. In many cases,
the nature of these transitions are known, but in other cases there is some uncertainty. Moreover, there
is frequently disagreement among the values reported for the transition temperatures and enthalpies.
Even fewer phase transitions have been studied from the standpoint of kinetics, although it is known
that a large number of these transformations follow an Avrami rate law. There is another complicating
feature of phase transitions that we will now consider.

Suppose a solid S is transformed from phase I (S;) to phase II (Sy;). The energy profile for the transi-
tion of a solid from phase I to phase II resembles that for a chemical reaction. However, consider the
energy diagram shown in Figure 8.3. In this case, the activation energy for the forward process (I — 1I)
is lower than that for the reverse process. If the solid is heated infinitesimally slowly (which in the limit
approaches equilibrium conditions), the rate at which phase I is converted into phase II in the forward
process (S; — Syj) will be equal to the rate for the reverse process (S; — Sy;). Therefore, if a graph is made
showing the fraction of the sample in the initial phase as a function of temperature, the same curve will
result regardless of which direction the conversion is carried out. This situation is shown in Figure 8.4.
This is true if (and usually only if) the transformation is carried out by changing the temperature at an
infinitesimally low rate.

In the usual experiments, the sample may be heated (or cooled) at a rate of a fraction of a degree per
minute up to several degrees per minute. Under these conditions, the rates of the forward and reverse
reactions are not equal. The result will be that the heating and cooling curves giving « as a function
of temperature will not coincide. The curves generate a loop that is known as thermal hysteresis. In the
more usual case, the rate of the reverse reaction upon cooling the sample is lower than that of the for-
ward reaction (as it would be for the system represented by the energy profile shown in Figure 8.3).
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At a given temperature the fraction of the sample converted as the sample is cooled is lower than that
obtained as the sample is heated. The result is shown in Figure 8.5.

In Figure 8.5, w is the distance between the heating and cooling curves at the point where a = 0.5 is
called the hysteresis width. This temperature may be quite small, or it may amount to several degrees
depending on the nature of the phase transition and the heating rate. Many substances exhibit this
type of behavior as a result of a phase change.

From a thermodynamic standpoint, we know that at the temperature at which the two phases are in
equilibrium, the free energy, G, is the same for both phases. Therefore,

AG = AH —TAS =0 (8.51)
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As a result, there will be a continuous change in G as the transition of one phase into another takes
place. However, for some phase transitions (known as first-order transitions), it is found that there is a
discontinuity in the first derivative of G with respect to pressure or temperature. It can be shown that
the partial derivative of G with pressure is the equal to volume, and the derivative with respect to tem-
perature is equal to entropy. Therefore, we can express these relationships as follows:

d
[g] =V (8.52)
[d_G] = —S (8 53)
dar '

For the first case, as the sample is heated, there will be a change in the volume of the sample that can
be followed by a technique known as dilatometry. For changes in entropy, use can be made of the fact
that AG = 0, and from Eq. (8.51) we find that

AS =22 (8.54)

Although there are other ways, one of the most convenient and rapid ways to measure AH is by differ-
ential scanning calorimetry. When the temperature is reached at which a phase transition occurs, heat
is absorbed, so more heat must flow to the sample in order to keep the temperature equal to that of
the reference. This produces a peak in the endothermic direction. If the transition is readily reversible,
cooling the sample will result in heat being liberated as the sample is transformed into the original
phase, and a peak in the exothermic direction will be observed. The area of the peak is proportional
to the enthalpy change for transformation of the sample into the new phase. Before the sample is
completely transformed into the new phase, the fraction transformed at a specific temperature can
be determined by comparing the partial peak area up to that temperature to the total area. That frac-
tion, «, determined as a function of temperature can be used as the variable for kinetic analysis of the
transformation.

A different type of phase transition is known in which there is a discontinuity in the second derivative
of free energy. Such transitions are known as second-order transitions. From thermodynamics we know
that the change in volume with pressure at constant temperature is the coefficient of compressibility,
5, and the change in volume with temperature at constant pressure is the coefficient of thermal expan-
sion, a.. The thermodynamic relationships can be shown as follows:

_(ov

], - (5], - =
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T
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oror ) o1, (8.56)



276 CHAPTER8 Dynamic Processes in Inorganic Solids

In addition to these relationships, we know that the second derivative of free energy with temperature
can be expressed by the following relationship:

9°G _ (0s

_ __G
W = 6_T e (8.57)

, T

For certain types of phase transitions, it is possible to study the process by following changes in these
variables.

As a phase transition occurs, there is a change of some type in the lattice. The units (molecules, atoms,
or ions) become more mobile. If the solid is reacting in some way and the temperature is at or very
near that at which the solid undergoes a phase transition, there may be a rapid increase in the rate of
the reaction with a slight increase in temperature because lattice reorganization enhances the ability
of the solid to react. A similar situation can occur in cases in which two solids are reacting if the tem-
perature is at or near the temperature corresponding to a phase transition in one of the solids. This
phenomenon is sometimes referred to as the Hedvall effect.

8.7 REACTIONS AT INTERFACES

Several types of reactions involving solids with gases or liquids occur at the interface between the two
phases. The most important reaction of this type is corrosion. Efforts to control or eliminate corrosion
involve research that spans the spectrum from the coatings industry to the synthesis and production of
corrosion-resistant materials. The economic ramifications of corrosion are enormous. Although there
are numerous types of reactions that can be represented as taking place at an interface, the oxidation
of a metal will be described. Figure 8.6 represents the oxidation of a metal.

At the interface, oxygen atoms add two electrons to become oxide ions. At the surface of the metal,
metal atoms are oxidized to metal ions by losing electrons. In the process, migration of electrons
occurs, but is also necessary for O~ and M?" ions to be combined, and that requires mobility. Even
though the electrons are normally more mobile, both cations and anions diffuse. As a result of the
reduction on the surface, there is a somewhat negative charge at the gas/solid interface. This results in
an electric field gradient that assists the migration of metal ions to the extent that they may actually be
more mobile than the oxide ions.

When the reacting metal is iron, the process is complicated by the fact that iron has two oxidation states,
+2 and +3. Therefore, possible oxidation products include the well-known oxides Fe,O3, Fe;0, (which
is Fe,03-FeQ), and FeO. Because oxygen is in excess at the surface, the product at the surface will contain
the metal in its highest oxidation state, which means the product will have the lowest percentage of iron
(highest percentage of oxygen). That product is Fe,03. Of the iron oxides just mentioned, the product
having the next highest oxygen content is Fe;O,, Finally, farther below the surface there will be FeO, and
the interior of the object will be iron. Figure 8.7 shows these features of the oxidation process.

Because of the way in which reactions such as this take place, the phases are not normally stoichio-
metric compounds. The result is that there are vacancies into which the Fe?" ions can move. It has
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M FIGURE8.7  Arepresentation of the phases present and the motion of ions in the corrosion of iron. (Adapted from Borg and Dienes, 1988, p. 295.)

been found that in the early stages of corrosion the rate varies with the partial pressure of oxygen and
that the rate varies as P(0,)%7 when the pressure is low (P(O,) < 1 torr). This dependence of the rate
on the pressure of oxygen can be shown to be consistent with chemisorption of oxygen being the
rate-determining process. It can be shown that if the process were controlled by the rate of conversion
of oxygen molecules into oxide ions, the rate would depend on P(O,)'. If the reaction involves equi-
librium between oxygen molecules and oxide ions on the surface of the FeO, the rate at which FeO is
produced would depend on P(O,)"2. Neither of these mechanisms is consistent with the observed
dependence of the rate on the partial pressure of oxygen.

At high temperature and a higher partial pressure of oxygen (1 < P(O,) < 20 torr), the rate of growth
of the FeO layer follows the parabolic rate law. The rate of formation of FeO is determined by the rate
of diffusion of Fe?*, but the rate of diffusion of O~ determines the rate at which the thickness of
Fe,Oj5 increases.

8.8 DIFFUSION IN SOLIDS

Although solids have definite shapes and the lattice members (atoms, ions, or molecules) are essen-
tially fixed in their locations, there is still movement of units from their lattice sites. In fact, several
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W FIGURE 8.8 A marker wire (M) placed at the interface of metals A and B.
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properties of solids are determined by diffusion within a solid structure. There are two principal types
of diffusion processes. Self-diffusion refers to diffusion of matter within a pure sample. When the
diffusion process involves a second phase diffusing into another, the process is called heterodiffusion.
Self-diffusion in metals has been extensively studied, and the activation energies for diffusion in
many metals have been determined. Diffusion in a metal involves the motion of atoms through the
lattice. Melting a solid requires a temperature high enough to cause the lattice members to become
mobile. Not surprisingly, it has been found there is a good linear relationship between the melting
points of metals and the activation energies for self diffusion.

It is known that if two metals having different diffusion coefficients are placed in contact (as if they are
welded together), there is some diffusion at the interface. Suppose two metals, A and B, are placed in
intimate contact as illustrated in Figure 8.8. The concentration of each metal in the other will be high-
est at the interface and decrease (usually exponentially) as the distance from the interface increases.
If a wire (usually referred to as a marker) made of an inert material is placed the interface, the metals
moving at different rates will cause the wire to appear to move. If A diffuses past the marker to a
greater extent than does B, it will appear that the marker has moved farther into the block of metal A.
In this way, it is possible to identify the more mobile metal. If the metals diffuse at the same rate, the
wire would remain stationary. An application of this principle was made in the study of diffusion of
zinc in brass. The arrangement is shown in Figure 8.9.

When this system was studied over time, it was found that the marker wires move toward each other. This
shows that the most extensive diffusion is zinc from the brass (an alloy of zinc and copper) outward into
the copper. If the mechanism of diffusion involved an interchange of copper and zinc, the wires would
not move. The diffusion in this case takes place by the vacancy mechanism described later, as zinc moves
from the brass into the surrounding copper. As the zinc moves outward, vacancies are produced in the
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brass and the wires move inward with the rate of movement of the wires being proportional to t'/? [the
parabolic rate law shown in Eq. (8.10)]. This phenomenon is known as the Kirkendall effect.

Displacements of lattice members are determined by energy factors and concentration gradients. To a
considerable extent, diffusion in solids is related to the existence of vacancies. The “concentration” of
defects, N, (sites of higher energy) can be expressed in terms of a Boltzmann distribution as

N, = N, e BKT (8.58)

where N, is the total number of lattice members, k is Boltzmann’s constant, and E is the energy neces-
sary to create the defect. Because the creation of a defect is somewhat similar to separating part of the
lattice to give a more random structure, E is comparable to the heat of vaporization. In some cases,
a lattice member in a Frenkel defect can move into a vacancy or Schottky defect to remove both defects
in a recombination process.

When a crystal is heated, lattice members become more mobile. As a result, there can be removal of
vacancies as they become filled by diffusion. Attractions to nearest neighbors are reestablished that
result in a slight increase in density and the liberation of energy. There will be a disappearance of dis-
located atoms or perhaps a redistribution of dislocations. These events are known to involve several
types of mechanisms. However, the diffusion coefficient, D, is expressed as

D = D,e EIRT (8.59)

where E is the energy required for diffusion, D, is a constant, and T is the temperature (K). The simi-
larity of this equation to the Arrhenius equation that relates the rate constant for a reaction to tem-
perature is apparent.

One type of diffusion mechanism is known as the interstitial mechanism because it involves movement
of a lattice member from one interstitial position to another. When diffusion involves the motion of a
particle from a regular lattice site into a vacancy, the vacancy then is located where the site was vacated
by the moving species. Therefore, the vacancy moves in the opposite direction to that of the moving
lattice member. This type of diffusion is referred to as the vacancy mechanism. In some instances, it
is possible for a lattice member to vacate a lattice site and for that site to be filled simultaneously by
another unit. In effect, there is a “rotation” of two lattice members, so this mechanism is referred to as
the rotation mechanism of diffusion.

In addition to movement of lattice members within a crystal, it is also possible for there to be motion
of members along the surface. Consequently, this type of diffusion is known as surface diffusion.
Because crystals often have grain boundaries, cracks, dislocations, and pores, there can be motion of
lattice members along and within these extended defects.

The energy change as diffusion occurs can be illustrated as shown in Figure 8.10. With each internal
lattice site having essentially the same energy, motion of a lattice member from one regular lattice to
another involves the diffusing species moving over an energy barrier, but the initial and final energies
are the same, as shown in Figure 8.10a. When a lattice member moves from a regular lattice site into an
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M FIGURE 8.10 A representation of the energy change that occurs during diffusion.

interstitial position, there is an energy barrier to the motion. The interstitial position represents a higher
energy than that of a regular site, so the energy profile is like that shown in Figure 8.10b. However, the
interstitial position represents a site of lower energy than other positions in the immediate vicinity. This
gives rise to an energy relationship that can be shown as in Figure 8.10b in which there is an energy
“well” at the top of the potential energy curve. Energy increases as the lattice member moves from its site,
but when the member is in precisely an interstitial position, the energy is slightly lower that when it is
displaced slightly from the interstitial position.

8.9 SINTERING

Sintering forms the basis for the important manufacturing process known as powder metallurgy as
well as the preparation of ceramics. Objects are produced from powdered materials that include high-
melting metals (such as molybdenum and tungsten), carbides, nitrides, and others. These materials
are formed to make machine parts, gears, tools, turbine blades, and many other products. In order
to shape the objects, a mold is filled with the powdered material and pressure is applied. For a given
mass of a particulate solid, the smaller the particles, the larger the surface area. When heated at high
temperature, the material flows, pores disappear, and a solid mass results, even though the tempera-
ture may be below the melting point of the material. Plastic flow and diffusion allow the particles to
congeal to form a solid mass. By using powder metallurgy, it is possible to produce objects having high
dimensional accuracy more economically than if machining were required. The nature of this impor-
tant process will be described in more detail later in this section.

If a regular lattice such as the NaCl structure is considered, it will be seen that within the crystal each ion
is surrounded by six others of opposite charge. However, each ion on the surface of the crystal does not
have a nearest neighbor on one side, so the coordination number is only 5. Along an edge of the crystal,
the coordination number is 4 because there are two sides that do not have a nearest neighbor. Finally,
an ion on the corner of the crystal has three sides that are not surrounded by nearest neighbors, so those
units have a coordination number of 3. If the crystal structure of a metal is examined, a similar difference
between the coordination numbers of the internal, facial, edge, and corner atoms will be seen.
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The total interaction for any lattice member with its nearest neighbors is determined by the coordi-
nation number. Consequently, lattice members in positions on faces, edges, and corners are in high-
energy positions, with the energy of the positions increasing in that order. There is a tendency for
the occupancy of high-energy sites to be minimized. In a small amount of liquid (such as a droplet),
that tendency is reflected by the formation of a surface of minimum area, which is spherical because
a sphere gives the smallest surface area for a given volume. When a solid is heated, there is motion of
individual particles as the tendency to form a minimum surface is manifested. The process is driven by
“surface tension” as the solid changes structure to give a minimum surface area, which also gives the
smallest number of lattice members on the surface.

Not all solids exhibit sintering, but many do. Sintering is accompanied by the removal of pores and
the rounding of edges. When the solid is composed of many small particles, there will be welding
of grains and a densification of the sample. For ionic compounds, both cations and anions must be
relocated, which may occur at different rates. Consequently, sintering is often related to the rate of dif-
fusion, which is in turn related to the concentration of defects. One way to increase the concentration
of defects is to add a small amount of a compound that contains an ion having a different charge than
the major component. For example, adding a small amount of Li,O (which contains a 2:1 ratio of cat-
ions to anions) to ZnO increases the number of anion vacancies. In ZnO, anion vacancies determine
the rate of diffusion and sintering. On the other hand, adding Al,O5 decreases the rate of sintering in
7ZnO because two AI*" ions can replace three Zn?" ions, which leads to an excess of cation vacancies.

Heating the solid in an atmosphere that removes some anions will lead to an increase in anion
vacancies. For example, when ZnO is heated in an atmosphere of hydrogen, there is an increase in the
number of anion vacancies. Sintering of Al,O5 is also limited by diffusion of oxygen. Heating Al,O3 in
a hydrogen atmosphere leads to the removal of some oxide ions, which increases the rate of sintering.
The rate of sintering of Al,O3 is dependent on particle size, and it has been found that

3
1
Rate o« | ————— 8.60

[Particle size] ( )

For particles that measure 0.50 um and 2.0 um, the ratio of the rates is (2.0/0.50)> or 64, so the smaller
particles sinter much faster than the larger ones.

If the sample being sintered is a powdered metal, the result can be a dense, strong object that resem-
bles one made from a single piece of metal. This is the basis for the manufacturing technique known
as powder metallurgy. This is an important process in which many objects such as gears are produced by
heating and compressing powdered metal in a mold of suitable shape. There is a considerable reduc-
tion in cost compared to similar objects shaped by traditional machining processes.

In powder metallurgy, the powdered material to be worked is pressed in a mold, then heated to increase
the rate of diffusion. The temperature required to obtain flow of the material may be significantly below
the melting point. As the powder becomes more dense and less porous, the vacancies move to the surface
to produce a structure that is even less porous and more dense. In addition to diffusion, plastic flow and
evaporation and condensation may contribute to the sintering process. As sintering of a solid occurs, it is
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often possible to observe microscopically the rounding of corners and edges of individual solid particles.
When particles undergo coalescence, they fuse together to form a “neck” between them. Continued sin-
tering leads to thickening of the neck regions and a corresponding reduction in the size of the pores that
exist between the necks. Finally, there is a growth of particles of the solid to form a compact mass. The
apparent volume of the sample is reduced as a result of surface tension, causing the pores to close.

In the process of powder metallurgy, the material to be compacted may be prepared by blending the
components prior to sintering. In different schemes, the components are premixed and then heated
to cause annealing of the mixture, or they may be prealloyed by adding the minor constituents to
the major one in the liquid state. When the major constituent is powdered iron, the powder can be
obtained in a variety of ways that include reducing the ore in a kiln and atomization of the metal as a
liquid in a high-pressure stream. For making objects of iron alloys, the mix is pressed to shape before
sintering, which is carried out by heating the mixture to approximately 1100°C in a protective atmo-
sphere. This is well below the melting point of iron (1538°C), but it is sufficient to cause diffusion.
Bonding between particles occurs as grain boundaries disappear.

In making objects of bronze, the premix consists of approximately 90% copper, 10% tin, and a small
amount of a lubricant. The mixture is sintered at approximately 800 °C in a protective atmosphere that
consists primarily of nitrogen, but it may also contain a small pressure of hydrogen, ammonia, or car-
bon monoxide. The properties of objects produced by powder metallurgy depend on procedural vari-
ables such as particle size distribution in the mixture, preheating treatment, sintering time, atmosphere
composition, and the flow rate of the gaseous atmosphere. The results of procedural changes are not
always known in advance, and much of what is known about how to carry out specific processes in
powder metallurgy is determined by experience.

8.10 DRIFT AND CONDUCTIVITY

When applied to the motion of ions in a crystal, the term drift applies to motion of ions under the influ-
ence of an electric field. Although movement of electrons in conduction bands determines conductivity
in metals, in ionic compounds it is the motion of ions that determines the electrical condu-ctivity. There
are no free or mobile electrons in ionic crystals. The mobility of an ion, y, is defined as the velocity of the
ion in an electric field of unit strength. Intuitively, it seems that the mobility of the ion in a crystal should
be related to the diffusion coefficient. This is, in fact, the case, and the relationship is

D="yu (8.61)

where Z is the charge on the ion, k is the Boltzmann constant, and T is the temperature (K). The
relationship between the ionic conductivity, o, and the rate of diffusion rate in the crystal, D, can be
expressed as

2
o=alp (8.62)
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Alkali
halide

Alkali metal Alkali metal

M FIGURE8.11T  Arrangement of an experiment to demonstrate ionic drift.

In this equation, N is the number of ions per cm?, g is the charge on the ion, and « is a factor that varies
from about 1 to 3 depending on the mechanism of diffusion. Because conductivity of a crystal depends
on the presence of defects, studying conductivity gives information about the presence of defects. The
conductivity of alkali halides by ions has been investigated in an experiment illustrated in Figure 8.11.

As the electric current passes through this system, the cathode (negative electrode) grows in thickness
while the anode (positive electrode) shrinks. At the cathode, M* ions are converted to M atoms, which
results in growth of the cathode. From this observation, it is clear that the cations are primarily respon-
sible for conductivity, and this is the result of a vacancy type of mechanism. In this case, the positive
ion vacancies have higher mobility than do the vacancies that involve negative ions.

Because the number of vacancies controls the conductivity, changing the conditions so that the num-
ber of vacancies increases will increase conductivity. One way to increase the number of vacancies is
to dope the crystal with an ion of different charge. For example, if a small amount of a compound
containing a +2 ion is added to a compound such as sodium chloride, the +2 ions will occupy cat-
ion sites. Because one +2 cation will replace two +1 ions and still maintain overall electrical neutral-
ity, there will be a vacant cation site for each +2 ion present. As a result, the mobility of Na* will be
increased because of the increase in the number of vacancies. Although doping is effective at lower
temperatures, it is less so at high temperature. The reason is that the number of vacancies is deter-
mined by a Boltzmann population of the higher energy states, and at high temperature, the number of
vacancies is already large.

In this chapter, we have described some of the types of transformations in solids that involve rate
processes. This is an immensely practical area because many industrial processes involve such changes
in inorganic substances, and they are an essential part of materials sciences. For a more complete dis-
cussion of these important topics, the references given below should be consulted.
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B QUESTIONS AND PROBLEMS

1. A solid compound X is transformed into Y when it is heated at 75 °C. A sample of X that is quickly heated to
90°C for a very short time (with no significant decomposition) and then quenched to room temperature is
later found to be converted to Y at a rate that is 2.5 times that of a sample that has had no prior heating when
both are heated at 75°C for a long period of time. Explain these observations.

2. Suppose a solid compound A is transformed into B when it is heated at 200°C. An untreated sample of A
shows no induction period, but a sample of A that was irradiated with neutrons does show an induction
period. After the induction period, the irradiated sample gave similar kinetic behavior to that of the untreated
sample. Explain these observations.

3. Consider the reaction
A(s) — B(s) + C(g)
which takes place at high temperature. Suppose that as crystals of A are transformed into B, sintering of B trans-

forms it into rounded, glassy particles. What effect would this likely have on the latter stages of the reaction?

4. When KCN and AgCN are brought together, they react to form K[Ag(CN),]. The initial stage of the reaction can be
shown as follows:

KCN AgCN

Sketch the system after some period of reaction. Discuss two possible cases for the limiting process in the reac-
tion and how that might alter the sketch you made.
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5. Describe the effects on the conductivity of KCI produced by adding a small amount of MgCl,. Explain the spe-
cific origin of the change in conductivity.

6. Describe the effects on the rate of sintering of Fe,O5; produced by adding a small amount of MgCl,. Explain
the specific origin of the change in conductivity.

7. Suppose a solid is to be the subject of a kinetic study (such as decomposition). How would prior irradiating
the solid with x-rays or ~ rays likely affect the kinetic behavior of the solid? Explain the origin of the effects.

8. The tarnishing of a metal surface follows the parabolic rate law. Discuss the units on the rate constant in com-
parison with those for a first-order reaction. Suppose the rate of tarnishing is studied at several temperatures
and the activation energy is calculated. For reactions in gases and liquids, the activation energy is sometimes
interpreted in terms of bond-breaking processes. How would you interpret the activation energy determined in
this case?

9. Prepare rate plots of the data shown in Table 8.1using an Avrami rate law with 7 values of 2, 3, and 4.

10. If the data shown in Table 8.1 were available for only the first 30 minutes of reaction, explain the difficulty in
deciding the value of n that applies in this reaction.
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Chapter

Acid-Base Chemistry

In the study of chemistry, the results of observations on the transformations and properties of many
materials are encountered. Schemes that provide structure to the information concerning this type of
chemistry go a long way toward systematizing its study. One such approach is that of the chemistry
of acids and bases. Closely related to the chemistry of acids and bases is the study of solvents other
than water, the chemistry of nonaqueous solvents (see Chapter 10). In this chapter, several areas of
acid-base chemistry and their application to reactions of inorganic substances will be described.

9.1 ARRHENIUS THEORY

An early attempt to provide a framework to observations on the chemistry of substances that react in
water to produce acids or bases was provided by S. A. Arrhenius. At that time, the approach was limited
to aqueous solutions, and the definitions of an acid and a base were given in these terms. Of course we
now know that acid-base behavior is not limited to these cases, but it applies much more broadly. If
we consider the reaction between gaseous HCI and water,

HCI(g) + H,0(1) — H;0*(aq) + CI-(aq) (9.1)

we see that the solution contains H;O™, the hydronium ion or, as it is perhaps more generally known,
the oxonium ion. In aqueous solution, HNOj also ionizes, as illustrated in the reaction

HNO,(aq) + H,0(l) — H;0%(aq) + NO5; (aq) (9.2)

In studying the properties of solutions of substances such as HCl and HNOj3, Arrhenius was led to
the idea that the acidic properties of the compounds were due to the presence of an ion that we now
write as H;O™ in the solutions. He therefore proposed that an acid is a substance whose water solution
contains H;0%. The properties of aqueous solutions of acids are the properties of the H;O™ ion, a
solvated proton (hydrogen ion) that is known as the hydronium ion in much of the older chemical
literature but also referred to as the oxonium ion.

289
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It is appropriate at this point to comment on the nature of the solvated hydrogen ion in aqueous
solutions. We saw in Chapter 7 that there is a limited number of ions that can surround one of
opposite charge in a crystal. There is also a rather definite number of water molecules that can solvate
an ion (the hydration number) in an aqueous solution. Hydration numbers for ions are not always
fixed because water molecules are continuously entering and leaving the solvation sphere of the ion.
For many metal ions, the hydration number is approximately 6. Owing to its extremely small size, the
hydrogen ion has a large charge-to-size ratio. Therefore, it interacts strongly with the negative ends of
polar molecules such as water, and the heat of hydration of H*(g) is —1100k] mol ™}, a value that is
very high for a +1 ion. Although the hydrogen ion in water is represented as H;O* to show that it is
solvated, the solvation sphere certainly includes more than one water molecule. For H*, the hydration
number is probably at least 4, particularly in dilute solutions of acids. When four water molecules
solvate the proton, the species formed is HyO,", which has the proton in the center of a tetrahedron
of water molecules. Another species that contains the solvated proton is H;O,", which has the proton
located between two water molecules in a linear structure. This ion has been identified in a few solid
compounds as one of the positive ions present. Doubtless there exist other species with different
numbers of water molecules solvating a proton. Such species may be transitory in nature and have a
rather large degree of fluxional character, but there is no doubt that the species in acidic solutions is
not as simple as the symbol H;0* would indicate. Although when we wish to show a solvated proton,
this symbol will be used, it is very little more accurate at portraying the actual species than is a simple
H*, which was used for many years.

Among the substances that react with water to produce H;O" are HCI, HNO;, H,SO,, HCIO,, H5PO,,
HC,H;0,, and many others. Because water solutions of all of these compounds contain H;0%, they
have similar properties. Of course there is a difference in degree because some are strong acids while
others are weak. Solutions of the compounds listed conduct an electric current, change the colors of
indicators, neutralize bases, and dissolve some metals. In fact, these are the characteristics of the H;O™"
ion in aqueous solutions. Thus, the compounds all behave as acids. The difference in strengths of acids
is related to the extent of their ionization reactions. Acids such as HCI, HNO;, H,SO,, and HCIO, are
strong acids because in dilute aqueous solutions they are almost completely ionized. As a result, aque-
ous solutions of these compounds are good conductors of electricity. In contrast, the ionization of
acetic acid is only 1% to 3% depending on the concentration of the acid, so it is a weak acid. Table 9.1
shows the dissociation constants for a large number of acids.

When NH;(g) dissolves in water, some ionization occurs, as indicated by the equation
NH;(g) + H,0(1) = NH,"(aq) + OH (aq) (9.3)

In this reaction, one of the products is OH™, which is the species of basic character in aqueous
solutions. When NaOH dissolves in water, the reaction is not actually an ionization reaction because
the Na® and OH™ ions already exist in the solid. The process is a dissolution process rather than an
ionization reaction. Substances such as NaOH, KOH, Ca(OH),, NH3, and amines (RH,N, R,HN, and
R3N) are all bases because their water solutions contain OH™. The compounds dissolve in water to
give solutions that conduct an electric current, change the colors of indicators, and neutralize acids,
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Table 9.1 Dissociation Constants for Some Common Acids.
Acid Conjugate Base Dissociation Constant
HCIO, Clo,~ Essentially complete
HI I~ Essentially complete
HBr Br~ Essentially complete
HCl - Essentially complete
HNO3 NO;™ Essentially complete
HSCN SCN™ Essentially complete
H,SO, HSO,~ Essentially complete
HSO,~ S0, 2.0X% 1072

H,C,0, HC,0,~ 6.5 X 1072

HC,0,~ C,0,.% 6.1 X 1075

HClO, Clo,~ 1.0 X 1072

HNO, NO,~ 46X 1074

H;PO, H,PO,~ 7.5 % 1073

H,PO,~ HPO,*~ 6.8x 1078

HPO,2~ PO~ 22%x10°1

H3AsO, H,AsO,~ 48x1073

H,CO; HCO;~ 43x1077

HCO;~ CO5% 56X 107"

H,P,0, H;P,0,~ 14%107"

H,Te HTe™ 23 %1073

HTe™ Te™ 1.0X107°

H,Se HSe™ 17X 1074

HSe™ Se?” 1.0x107'°

H,S HS™ 9.1 x1078

HS™ S2- ~1071

HN; N3~ 1.9 X 107°

HF F- 72X 107%

HCN CN™ 49x1073

HOBr BrO™ 21x107°

HoCl clo- 35X 1078

HOI 10~ 23x 107"
HC,H50, CH;0,™ 1.75 X107
CeHsOH CeHsO™ 1.28 X 10710
CgHsCOOH CeHs0,~ 6.46 X 1075

HCOOH HCO,~ 1.8x 1074

H,0 OH~ 1.1x107'®
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which are some of the reactions that characterize aqueous solutions of bases. Substances that contain
OH™ ions prior to dissolving them in water or those that react with water to give reactions in which
they are extensively ionized to produce OH™ ions are strong bases. The reactions of ammonia and
amines result in only a slight degree of ionization, so these compounds are called weak bases.

It is interesting to note that whereas special emphasis is placed on the solvated hydrogen ion by writ-
ing it as H;0™, no such distinction is made for OH™ other than to write it as OH ™ (aq). However, this
ion is also solvated strongly by several polar water molecules.

When NaOH is dissolved in water and the solution added to a solution of HCI in water, the substances
are ionized, so the reaction is

Na*(aq) + OH (aq) + H;0"(aq) + Cl (aq) — 2 H,0O(l) + Na*(aq) + Cl (aq) (9.4)

Sodium chloride is soluble in water, so it is written as an ionized product. There is no change in the
sodium and chloride ions, so they can be omitted from both sides of the equation. As a result, the net
ionic equation can be written as

H,0*(aq) + OH"(aq) — 2 H,0(l) (9.5)

If solutions that contain other ionized acids and bases are mixed, the reaction is still one that occurs
between the H;0%(aq) and OH (aq). Therefore, the neutralization reaction between an acid and a
base is that shown in Eq. (9.5) according to the Arrhenius theory.

When we consider the reaction
NH,(g) + HCI(g) — NH,CI(s) (9.6)
and compare it to the reaction in aqueous solution,
NH,"(aq) + OH (aq) + H;0%(aq) + Cl~(aq) — 2 H,0(l) + NH,*(aq) + Cl~(aq) (9.7)

we see that ammonium chloride is a product of both reactions. In the second reaction, we can recover
solid NH,CI by evaporating the water. Whereas the second process is explained by Arrhenius acid-base
chemistry, the first is not. The reactants shown in Eq. (9.6) are not dissolved in water to which the
Arrhenius definitions of acid and base are applicable. In order to describe acid-base reactions in the
gas phase or in solvents other that water, a different approach is needed.

9.2 BRONSTED-LOWRY THEORY

J. N. Bronsted and T. M. Lowry independently arrived at definitions of an acid and a base that do
not involve water. They recognized that the essential characteristic of an acid-base reaction was the
transfer of a hydrogen ion (proton) from one species (the acid) to another (the base). According to
these definitions, an acid is a proton donor and a base is a proton acceptor. The proton must be donated
to some other species so there is no acid without a base. According to Arrhenius, HCl is an acid because
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its water solution contains H;O", which indicates that an acid can exist independently with no base
being present. When examined according to the Bronsted-Lowry theory, the reaction

HCl(g) + H,0(l) — H,0*(aq) + Cl"(aq) (9.8)

is an acid-base reaction not because the solution contains H;O™" but rather because a proton is trans-
ferred from HCI (the acid) to H,O (the base).

Once a substance has functioned as a proton donor, it has the potential to accept a proton (react as a
base) from another proton donor. For example, acetate ions are produced by the reaction

HC,H;0,(aq) + NH;(aq) — NH,*(aq) + C,H;0,7(aq) 9.9)
The acetate ion can now function as a proton acceptor from a suitable acid. For example,
HNOj(aq) + C,H30, (aq) — HC,H;0,(aq) + NO5™(aq) (9.10)

In this reaction, the acetate ion is functioning as a base. On the other hand, Cl™ has very little tendency
to function as a base because it comes from HCI, which is a very strong proton donor. According to the
Brensted-Lowry theory, the species remaining after a proton is donated is called the conjugate base of

that proton donor.
A conjugate pair
Acid, base,
I I
HC,H30,(aq) + NHz(aq) ——— C,H;0,(aqg) + NH,"(aq) (9.11)
I |
Base, acid,
A conjugate pair

In this reaction, acetic acid donates a proton to produce its conjugate, the acetate ion, which is able to
function as a proton acceptor. Ammonia accepts a proton to produce its conjugate, the ammonium
ion, which can function as a proton donor. Two species that differ by the transfer of a proton are
known as a conjugate pair. The conjugate acid of H,O is H;0%, and the conjugate base of H,O is OH".

Characteristics of the reactions described so far lead to several conclusions regarding acids and bases
according to the Bronsted-Lowry theory.

1. There is no acid without a base. The proton must be donated to something else.

2. The stronger an acid is, the weaker its conjugate will be as a base. The stronger a base is, the
weaker its conjugate will be as an acid.

3. A stronger acid reacts to displace a weaker acid. A stronger base reacts to displace a weaker base.

4. The strongest acid that can exist in water is H;O™. If a stronger acid is placed in water, it will
donate protons to water molecules to produce H;O™.

5. The strongest base that can exist in water is OH™. If a stronger base is placed in water, it will
accept protons from water to produce OH ™.
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A reaction that is of great importance in the chemistry of aqueous solutions is related to the acidic or
basic character of conjugates. For example, after acetic acid donates a proton, the acetate ion has the
ability to accept a proton. Therefore, when NaC,H;O, is dissolved in water, the reaction that occurs is
the hydrolysis reaction,

C,H;0,7(aq) + H,0(1)=HC,H;0,(aq) + OH (aq) (9.12)

This reaction does not take place to a great degree as should be expected from the fact that both an
acid (HC,H30,) and a base (OH™) are produced in the same reaction. The result is that a 0.1 M solu-
tion of sodium acetate has a pH of 8.89, which means that the solution is basic, but not strongly so.
Another way to look at this reaction is to say that OH™ is a strong base but HC,H;0, is a weak acid.
Therefore, the solution should be basic, and it is. On the other hand, a 0.1 M solution of NaCl or
NaNOj; has a pH of 7, because the hydrolysis represented by the equation

NO; (aq) + H,0(1) = HNO;(aq) + OH™(aq) (9.13)

which would produce a strong acid and a strong base in the solution, does not take place. Accordingly,
we see that the anions of strong acids (which are very weak bases) do not effectively hydrolyze in
aqueous solutions. We can also see that the weaker an acid is, the stronger its conjugate will be as a
base and the more extensive the hydrolysis reaction will be. Consider the series of acids HC,H50,,
HNO,, HOCI, and HOI, for which the K, values are 1.75 X 107>, 4.6 X 1074, 3.5 X 1078, and
2.3 X 10~ 1, respectively. As a result, if the basicity of 0.1 M solutions of the sodium salts of these acids
are compared, it is found that the solution of NaOI is most strongly basic, whereas the solution of
NaNO, is the weakest base. Because carbonic acid is so weak, a solution of Na,COj is strongly basic
owing to the reactions

CO5*"(aq) + H,0(1) = HCO;™(aq) + OH"(aq) (9.14)
HCO; (aq) + H,0(1) = H,CO5(aq) + OH (aq) (9.15)

Hydrolysis also occurs when the conjugate acid of a weak base is placed in water. For example, when
NH,Cl is dissolved in water, the hydrolysis reaction that takes place is

NH,"(aq) + H,O(l)= NHj;(aq) + H;0"(aq) (9.106)

A 0.1 M solution of NH4CI has a pH of approximately 5.11, so it is distinctly acidic. Strictly speaking,
lysis means “to split” and hydrolysis means the splitting of a water molecule (as in the hydrolysis to
produce basic solutions as in Eq. (9.14)). In the case of NH," reacting with water, there is proton
donation and acceptance, but there is no lysis.

There is another type of hydrolysis reaction that leads to acidic solutions. When a compound such as
aluminum chloride is dissolved in water, the cation becomes strongly solvated. The extremely energetic
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nature of the hydration of the AI*>" ion was discussed in Chapter 7. Because of the very high charge-
to-size ratio, the AI** ion is a very high-energy ion that reacts to relieve part of the charge density. One
way in which this is done is by the reaction

[Al(H,0),P* + H,0 =H,0" + [AIOH(H,0),]** K=14x10" (9.17)

As a result of this reaction, part of the charge on the aluminum ion is relieved by the loss of H* from one
of the water molecules. The pH of a 0.10 M solution of AlICl; is 2.93, so this type of hydrolysis leads to
solutions that are quite acidic. Other metal ions having large charge and small size (Fe>* (K = 4.0 X 1073),
Be?*, Cr’* (K = 1.4 X 10~*%), etc.) behave in this manner and give solutions that are acidic.

When H,SO,, HNO;, HCIO,4, and HCI are dissolved in water to produce dilute solutions, each of
them reacts essentially 100% to produce H;O" ions. Water is sufficiently strong as a proton acceptor
and these acids are all strong enough to ionize almost totally. As a result, they appear to be equal in
strength as acids. In fact, their strength in water appears to be identical to that of H;O™ because that
ion is the conjugate of all of the acids listed, and that is the acidic species present in all cases. It is
sometimes stated that the strengths of the acids are “leveled” to that of H;O". This phenomenon is
called the leveling effect, and its basis is that H,O is sufficiently strong as a base that it accepts protons
from the strong acids. If a different solvent is used which is less basic than water, the ionization reac-
tions of even strong acids do not take place completely because the acids do not actually have the
same strength. A suitable solvent is glacial acetic acid, which is not normally a base at all, but it can
function as a base when in the presence of a very strong acid:

HC,H,0, + HClO, = HC,H,0,H* + ClO,~ (9.18)
HC,H,0, + HNO; = HC,H,0,H* + NO;~ (9.19)

When the extent of reactions such as these is studied, it is found that the reaction with HCIO, pro-
gresses farther to the right than with any of the other acids. By this means, it is possible to rank even
the strong acids that all react completely with water in terms of strength as shown in Table 9.1.

When it is recalled that the ammonium ion is simply NH; that has gained a proton, it is clear that
NH,™ is the conjugate acid of NH;. Therefore, it is not unusual to expect NH," to behave as an acid,
which was illustrated in Eq. (9.16). However, the NH,™ ion can react as an acid under other condi-
tions. When an ammonium salt such as NH,Cl is heated to the melting point, the salt becomes acidic.
In fact, the reactions are similar to those that HCl would give. For example, metals dissolve with the
release of hydrogen:

2 HCI + Mg — MgCl, + H, (9.20)

2 NH,Cl + Mg — MgCl, + H, + 2 NH, (9.21)
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After the NH,* acts as a proton donor in such reactions, the NH; remaining escapes as a gas.
Carbonates react with HCI to produce CO,, sulfites react to produce SO,, and oxides react to produce
water. Heated ammonium salts react in a similar fashion.

2 NH,Cl + CaCO; — CaCl, + CO, + H,0 + 2 NH, (9.22)
2 NH,CI + MgSO; — MgCl, + SO, + H,0 + 2 NH, (9.23)
2 NH,Cl + FeO — FeCl, + H,0 + 2 NH;4 (9.24)

Because of its ability to react with metal oxides, NH,Cl has been used as a soldering flux for many
years. Removing the oxide on the surface of the object allows a strong joint to be produced. In older
nomenclature, NH,Cl was known as sal ammoniac.

There is nothing unusual about the acidic behavior of ammonium salts. In fact, any protonated amine
can function as a proton donor. Because of this, many amine salts have been used as acids in synthetic
reactions. If the chlorides are used, the amine salts are known as amine hydrochlorides. One of the
earliest amine hydrochlorides studied with regard to its behavior as an acid is pyridine hydrochloride
(pyridinium chloride), CsHsNH"Cl ™. In the molten state, this compound undergoes many reactions
of the type just shown.

9.3 FACTORS AFFECTING STRENGTH OF ACIDS AND BASES

The range of substances that function as acids is very large. The familiar binary compounds like hydro-
gen halides are included as are the oxy acids such as H,SO,, HNOj3, H;PO,, and many others. Acids
range in strength from those like boric acid, B(OH)s, to acids that are very strong like HCIO,. In this
section, some general guidelines will be developed for predicting and correlating the strengths of
acids.

One of the considerations related to acid strength for a polyprotic acid such as H;PO, is the fact that
the first proton to be removed is lost more easily than are the second and third. The first proton is
lost from a neutral molecule, whereas the second and third protons are moved from species that have
negative charges. The stepwise dissociation of H;PO, can be shown as follows:

H,PO, + H,0=H,0" + H,PO,~ K, =7.5X103 (9.25)
H,PO,” + H,0=H,0" + HPO,>~ K, = 6.2 X108 (9.26)
HPO,2~ + H,0=H,0" + PO,>~ K, =1.0X10712 (9.27)

It will be noted that there is a factor of approximately 10° between successive dissociation constants.
This relationship exists between the equilibrium constants for numerous polyprotic acids, and
it is sometimes known as Pauling’s rule. This rule is also obeyed by sulfurous acid, for which
K, =12x%X10%andK,=1X 1077,

Another of the important concepts in dealing with acid strength is illustrated by the dissociation con-
stants for the chloro-substituted acetic acids. The dissociation constants are as follows: CH;COOH,
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K, = 1.75 X 107; CICH,COOH, K, = 1.40 X 1073;Cl,CHCOOH, K, = 3.32 X 10", K, = Cl;CCOOH,
K,=2.00 X 107!, The dissociation constants for the acids show clearly the effect of replac-
ing hydrogen atoms on the methyl group with chlorine atoms. As a result of having a high elec-
tronegativity, the chlorine atoms cause a migration of electron density toward the end of the
molecule where they reside, which causes the electron pair in the O-H bond to be shifted
farther away from the hydrogen atom. The electrons are induced to move under the influ-
ence of the chlorine atoms. With each substitution of Cl for H, the acid becomes stronger
because of the shift of electrons, which is known as an inductive effect. The charge separation
within the Cl3;CCOOH molecule can be represented as shown in the following structure:

S5—
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The effect of one chlorine atom in different positions can be seen from the dissociation constants for
the monochlorobutyric acids. In the series of acids, a chlorine atom can be attached to the carbon
atom adjacent to the COOH group or on one of the other carbon atoms. The dissociation constant for
butyric acid is 1.5 X 107>. When a chlorine atom is attached in the three available positions, the dis-
sociation constants are as follows:

H HH o H HH o H H H o

N N L1z
Cl—C—C—C—C H—C—C—C—C H—C—C—C—C

| | | \O_H | | | \o_H | | | \O—H

H HH H Cl H H H Cl

K,=3x107% K,=1.0x10"* K,=1.4x1073

In this series, it is apparent that the effect of the chlorine atom is greatest when it is closest to the car-
boxyl group and least when it is farthest away.

Hydrogen ions are not normally removed from C-H bonds, but it is not impossible to do so. For
example, the acidity of acetylene is well known, and many compounds exist in which the C,2~ ion is
present. It is known that the ease of removing H* from a carbon atom depends on the way in which
the carbon atom is bound in a molecule. Most acidic are the ~-C-H groups in alkynes, whereas the
least acidic are the C-H bonds in alkanes. Between these two extremes are the C-H bonds in aromatic
molecules and those in alkenes, with the C-H bonds in aromatics being the more acidic of the two
types. Because the ease of removing H* depends on the charge separation in the C-H bond, we can
conclude that carbon atoms behave as if their electronegativities vary in the following series, which
also shows the hybrid orbital type used by carbon. This series also gives the acid strengths of these
types of compounds.

Bond type G,

Carbon hybridization sp sp

ne_H > Carom_H > Cene_H > Cane_H

2 sp sp

2 3
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The inductive effect is also illustrated by the strengths of acids such as HNO3; and HNO,. The struc-
tures for the molecules are as follows:

o
I
N _ X

H—o  ~o H—O o

In the HNO;3; molecule, there are two oxygen atoms that do not have hydrogen atoms attached. These
oxygen atoms cause a migration of electron density away from the H-O bond, which makes the hydro-
gen ion easier to remove. In HNO,, there is only one oxygen atom that does not have a hydrogen atom
attached, so the extent of electron migration is much less than in HNOj5. The result is that nitric acid
is a strong acid whereas nitrous acid is weak, although a somewhat different way of comparing the
strengths of HNO, and HNOj follows.

When a proton is lost from an acid such as HNO,, the NO, ™ ion that results is stabilized by the contri-
butions from resonance structures that can be shown as

o, /o>
IN /< <«—> [N <
O e

so that the —1 charge on the ion is dispersed over the structure. The result is that the NO,™ ion does
not attract H* as strongly as might be expected. On the other hand, the effect is even greater for nitric
acid where the resulting NO;™ ion has the —1 charge distributed over three oxygen atoms. Therefore,
NO;~ for which three resonance structures can be drawn is not as strong a base as is NO,~, which
means that HNOj is a stronger acid than HNO.,.

Examples of the inductive effect abound. Although sulfuric acid is a strong acid, sulfurous acid is weak.
Pauling provided a way of systematizing the inductive effect by writing the formulas for oxy acids as
(HO),XO,,. Because the inductive effect is produced by the oxygen atoms that are not held in OH
groups, it is the value of m in the formula that determines acid strength. There is a factor of approxi-
mately 10° produced in K for each unit of increase in the value of m. This principle is illustrated by the
following examples.

If m = 0, the acid is very weak, K; = 107 or less B(OH)s, boric acid, K; = 5.8 X 10710
HOCI, hypochlorous acid, K =2 X 107°

If m = 1, the acid is weak, K; = 10~ 2 or less HCIO,, chlorous acid, K =1 X 1072

HNO,, nitrous acid, K = 4.5 X 10™*

If m = 2, the acid is strong, K; > 103 H,SO,, sulfuric acid, K; is large
HNO;, nitric acid, K'is large

If m = 3, the acid is very strong, K; > 108 HCIO,, perchloric acid, K is very large
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Although the dissociation constants are very large for HCI, HBr, and HI, the range for all the hydrogen
halides is from 6.7 X 10~* for HF to 2 X 10° for HI. It is interesting to note that the dissociation con-
stants for H,0, H,S, H,Se, and H,Te range from approximately 2 X 107 !¢ to 2.3 X 1073. As a result,
there is a factor of approximately 10'3 between the dissociation constants for the first and last member
of the hydrogen compounds in groups VI and VII.

Phenol, CcHsOH, is a weak acid for which K, = 1.7 X 107'°, whereas aliphatic alcohols such as
C,H5;OH are not acidic under most conditions. From the standpoint of energy required for removing
H* from the OH bonds, the energy difference for the two alcohols is not great. What is considerably
different is what happens after the H* is removed. As shown in Figure 9.1, the phenoxide ion,
CgHs0O7, has several resonance structures that contribute to its stability. These structures result in the
ion residing at a lower energy than is possible for the ethoxide ion, for which comparable resonance
structures cannot be drawn.

The result of this resonance stabilization of the anion by delocalization of the negative charge makes
the overall energy change required for ionization to be smaller for phenol than it is for ethanol. This
can be shown in terms of energies as follows:

Y Ethoxide + H* Phenoxide + H*
Resonance stabilization
E ——— Phenoxide + H*
———X—— Ethanol —L—— — Phenol

The difference is primarily in the resonance stabilization of the anion produced, not because of any
great difference in the strengths of the O-H bonds.

Another example of resonance stabilization of the conjugate base after proton removal is that of acety-
lacetone (2,4-pentadione), which undergoes the tautomerization reaction

:0: :0: :O:~~~H—6:
Il I Il | (9.28)
CH3;—C—CH,—C—CH; ——= CH3;—C—CH=C—CHg4

500G

B FIGURE9.1  Resonance structures for the phenoxide ion.
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After the proton is lost, the resonance structures
:0: :b:_ _:d: :0:
Il I I I
CHy—C—CH=C—CH; <—> CHz3—C=CH—C—CH,
stabilize the anion so that acetylacetone is slightly acidic. Many coordination compounds are
known in which the anion bonds strongly to metal ions. The complexing ability of the anion is a
manifestation of its behavior as a Lewis base (see Chapters 16 and 20).

Although aliphatic alcohols are not normally acidic, the OH group is sufficiently acidic to react with
very active metals such as sodium. The reaction can be written as

Na(s) + C,H;OH(1) — H,(g) + NaOC,Hs(s) (9.29)
Except for being much less vigorous, this reaction is analogous to the reaction of sodium with water,

Na(s) + H,O(1) — H,(g) + NaOH (9.30)

In both reactions, an anion that is a strong base is produced.

The factors that affect base strength are based primarily on the ability of a species to attract H*, which
is consistent with the principles that govern electrostatic interactions. The smaller and more highly
charged a negative species is, the stronger the attraction for the small, positive H™ ion. For example,
O?" has a higher negative charge than OH~, and as a result it is a stronger base. One does not nor-
mally expect reactions that take place in aqueous solutions to produce oxides as a result of the basicity
of O?". Ionic oxides normally react with water to produce hydroxides:

CaO + H,0 — Ca(OH), (9.31)

Although S~ is a base, it is a weaker base than O?~ owing to its larger size. The small H" bonds better
to the smaller, more “concentrated” region of negative charge on O?". In other words, the oxide ion
has a higher charge density than the sulfide ion.

In the same way, the series of nitrogen species can be arranged in the order of decreasing base strength
as N3~ > NH?~ > NH, ™ > NHj;. Likewise, NHj is a stronger base than PH; because the unshared pair
of electrons on the nitrogen atom is contained in a smaller orbital, which leads to a greater attraction
for the very small H". We will have more to say regarding such cases later in this chapter.

Another species that is a strong base is the hydride ion, H™. Metal hydrides react with water to produce
basic solutions:

H™ +H,0 — H, + OH- (9.32)
This great affinity for water gives rise to the use of metal hydrides as drying agents for removing the last

traces of water from organic liquids (that do not contain OH bonds). Calcium hydride, CaH,, is com-
monly used for this purpose.
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94 ACID-BASE CHARACTER OF OXIDES

In the foregoing discussion, it is clear that many acids contain a nonmetal, oxygen, and hydrogen. This
suggests that one way to prepare an acid might be to carry out a reaction of the oxide of a nonmetal
with water. In fact, this is exactly the case, and many acids can be prepared in this way. For example,

SO, + H,0 — H,S0, (9.33)
Cl,0, + H,0 — 2 HCIO, (9.34)

CO, + H,0 — H,CO, (9.35)
PO,y + 6 H,0O — 4 H3;PO, (9.36)

The general nature of this reaction indicates that oxides of nonmetals react with water to produce
acidic solutions. Such oxides are sometimes referred to as acidic anhydrides.

Ionic metal oxides contain the oxide ion, which is a very strong base. Therefore, the addition of a
metal oxide to water will result in a basic solution as a result of the reaction
0 + H,0 — 2 OH™ (9.37)

Oxides of metals are sometimes called basic anhydrides because they react with water to produce basic
solutions. Some examples of this type of reaction are the following:

MgO + H,0 — Mg(OH), (9.38)

Li,O + H,0 — 2 LiOH (9.39)

As we have seen earlier in the case of proton transfer reactions such as occurs between HCI(g) and
NHj;(g), water is not necessary for the acid-base reaction to take place. This is also true of the reactions

between the acidic oxides of nonmetals and the basic oxides of metals. In many cases, they react
directly as illustrated in the following equations:

CaO + CO, — CaCO, (9.40)

CaO + SO, — CaSO, (9.41)

It is also true that a more acidic oxide can replace a weaker one. For example, SO5 is a more acidic
oxide than CO, so heating CaCO5 with SOj; liberates CO,:

CaCO; + SO, — CaSO, + CO, (9.42)
This reaction can be interpreted as a stronger Lewis acid replacing a weaker one from its compound.

If we consider CO3?~ as CO, that has attached an O?~, this reaction shows that SO; has a stronger
affinity for O?~ and removes it from the CO52~ to liberate CO,.
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Not all binary oxides fall clearly into the category of acidic or basic oxides. For example, the oxides of
Zn and Al have the ability to react as either acid or base, depending on the other reactant. This is illus-
trated in the following equations.

ZnO + 2 HCl — ZnCl, + H,0 (9.43)

Here, ZnO is reacting as a base, but in the reaction

ZnO + 2 NaOH + H,0 — Na,Zn(OH), (9.44)

ZnO reacts as an acid as it forms the [Zn(OH),]*>~ complex ion. This reaction is formally equivalent to
the reaction without water,

Na,O + ZnO — Na,ZnO, (9.45)

The oxyanion containing Zn?*, ZnO,?~, is known as a zincate, and it equivalent to Zn(OH),?~, which is
named as the tetrahydroxozincate(II) anion (see Chapter 16). From these reactions, it is clear that ZnO
can react as either an acidic or basic oxide and it is therefore known as an amphoteric oxide. In essence,
there are some oxides that are clearly acidic, some that are clearly basic, and some that are in between.
There is, in fact, a continuum of acid-base character for the oxides of elements that is shown in Figure 9.2.

9.5 PROTON AFFINITIES

In Chapter 7, it was shown how the enthalpy of decomposition of an ammonium salt can be used to
calculate the proton affinity of the anion. The proton affinity is a gas-phase property (as is electron affin-
ity) that gives the intrinsic basicity of a 